ICESat-2 Algorithm Theoretical Basis Document for
the Atmosphere, Part I: Level 2 and 3 Data
Products

Steve Palm
Yeukui Yang

Ute Herzfeld

Version 7.5

June 16, 2018



Contents

REIEASE INOLES ...ttt ettt et et e bt e s bt e s bt e sae e st e bt e bt e beesbeesaeeeaseenseesbeesaeesane e 4
1 Introduction and BaCKGIrOUNG .......cocuiiiiiiiiii ettt e e st e e e st e e e ssaba e e e snnbaeeeesasseeesnnsraeenan 8
2 Corrections to the Raw Atmospheric Profiles.........o i 14
2.1 DEad TimME COITECLION ..eeiiiiieieeeetee ettt ettt ettt e st e s bt e e st e st e e sateesbeeesnbeesabeesabeeesabeeeaseeesnseesanenesnnes 14
2.2 Correction for Raw Profile SHifting .......cccueeieeiiii e aaee e 19
2.3 TranSMit ECRO PUISE ....c..eiiiieieetie ettt ettt et e b e s et st st e e b nes 19

3 L2A Product: Normalized Relative Backscatter (ATLOA) ....ccuveeeeeeiiieeiiieeeeeeee et e eeeeivveeeeeeeeeenannnes 21
3.1 L2A REQUITEA INPULS ..ttiiiiiiiiieeiiiteeeeitt e s ettt e s s stae e e s stae e e ssatt e e e ssaabeeeesssbaeeesssbaeessnsseeeesssenessssenessnssens 21
L2 L2A OUTPULS e e e e e e e s e e e e e s e e e e e e e s e e e e e e e e e e e e e e e e sasasasaasssaasssasaassnsssasasssasassansnsenns 22
3.3 NRB COMPULALION Lettiiiiiiiiiiiiieeee sttt ettt e e e s ettt e e e e e s s s bbbt e e eeesssssnssaaaeeeessasanssenaeeeessnnns 25
3.3.1 Molecular Backscatter COMPULIAtION ........eeeiiiiieeiciiie ettt e et e e e ebee e e e ebaneeeeanes 26
3.3.1.1 MOleCUIAr TranSMISSION ..c..ceiueieiietieteeee sttt ettt e bttt e st e st ettt e e bt e beesbeesaeeebeenbeesneesanenas 29
3.3.2 Molecular Scattering FOlding CorreCtion .......c.ueeieecuieeeieciee ettt e e et e e e e vra e e e 30
3.3.2.1 Error Analysis of Molecular Contribution ..........ccceeiiiciiiiiiciee e 32
3.3.3 0Ozone Transmission COMPUETATION ......uiiiiiiiiiiiiiiiiiee et e e e e s s esaaaeeeeee s 32
3.3.4 Background COMPULALION ...ccuviiieiciiieecciteee ettt e et e e e e tte e e e et e e e e ebaeeesebeeeesenseseeeeseaeaeannes 33
3.3.4.1 Theoretical BACKEIOUN ..........ooocuiiiiiiiee ettt et et e e e tte e e e e bte e e e ebeeeeeeneaeaeennes 38

R R VT = Lol T = o -1 RSP URRE 38
3.3.6 Vertical Height AdJUSTMENT.......coiiiiiee e e e e e e s srae e e e saees 39
3.3.7 Calculation of the Calibration CoeffiCient........cccecveriieiieniereeeeeee e 41
20 T 0t R 1 1= o1 U PPPPUPRRR 41
3.3.7.2 Calibration Algorithm using the AtMOSPNEre ........ccooecuiiieiecieee et 42
3.3.7.3 Calibration Algorithm using Surface Reflectance .......c..cceeecveieieciiie e 44
3.3.7.4 Calibration Error and CoNfid@NCE .......eooveeiiiiiiiieeeeeee et 46

4 Level 3 Product (ATLOD) ....coeeeeriieieeierteetesie sttt ettt st et sbe st besbe et s bt et e s bt satenbesbe et e sbeemeebesaeensenbesanan 47
o R 0= [0 [T Y N [T o T PSP 47
A B 0 1V o TV | £ PTPP P PPPTPPPPPRE 47
4.3 Calibrated, Attenuated BacKSCatter ProfileS........uuiiviiiiiiiiiiiiiiiiieeeeeeeeeeeeeeeeeeeeeeeeeee et ee e ee s es e eseneees 52
4.4 Layer Heights and Flags from Backscatter Profiles ........cccccciiiieieeiiiiiie et 53
4.4.1 Layer Integrated Attenuated BacksCatter......ooccuuiiieiie i 54
A @ (o YU o Il o] [o 11 Y= o - - RSP 55



N 21 1o 1V T o =Y o To 1Y PRSP 55

4.5.1 Blowing SNOW Layer HEIGHT. ... .uiiiiiiiie ettt rae e e s e e e 55
4.5.2 Blowing Snow Layer Optical DEPth......coocciiiiiiiiiee ettt sare e 57
4.5.3 Blowing SNOW Layer CONFIdENCE ....cc.uuiiiieiiiee ettt et e e s etr e e e s tae e e eaaaaeeean 58
4.5.4 Blowing SNOW Probability .......ccueiiiiiiiiiiciiie sttt et e e e e e 59

4.6 Apparent Surface Reflectance (ASR)......ccccueeicieeiiie i ecieeeriee e rte e s te e e see e s e e e tae e steeeseeesateesnsaeesnreeas 60
4.6.1 Cloud Detection USING ASR....ccccuuiiiiiiiiie ettt ettt ettt e s e e st e s st e e e sssbaeeessabaeeesnssaeeesansseeesas 62
4.6.2 ASR Cloud Detection Algorithm Implementation ........cccecvveiieiiiiiieiie e 66
4.6.2.1 Initial Clear Sky ASR ClimMatology.......cceiiiiieieiiiie ettt ettt sare e e e e e e e srae e e e naaeeeas 66
4.6.2.2 Final Clear Sky ASR Determination .......ccc.eeeeciieeieiiiieeeciiee e et e et e e e saee e e eerae e e earae e e esanaeeeeas 68
4.6.2.3 Cloud Detection Using Apparent Surface Reflectance ........ccceeeeeieeieciiieecccieeccceee e 71

4.7 Ocean (or Open Water) Surface RefleCtiVity.......ccoeeciieiiieeiie et 73
4.8 Total Column Optical Depth USING ASR.........ciiiiiiiiei ettt eetee et e e sree e e sree e s e sbeee s saseee s ennreeas 75
The Column_OD_ASR_QF wil be computed using the NOAA flag and the IGBP flag. .......cccceevecvveeennenn. 76
5.0 ConSOlidated ClOU FIAg.......cooiciiiie ettt e et e e e e tte e e e e bte e e e ebteeeseabaeeeesnstaeeesntenaesnnes 76
6.0 QUAITTY ASSESSIMENT.....eiiiiiiiie e ittt e ettt e e eectte e e e ectte e e e etteeeeebaeeeeeatteeeeebtseaseseseasassssesassssesassssenanssneenanses 77
6.1 CaliDratioN ...ttt et e b e e s bt e e abe e s be e e nabeesabeeebeeesbeeenns 77
(oA = T ol 1€ o T o T IS PRSP 78
LR I U = Tol I Y =4 - | PRSP 78
6.4 Calibrated Attenuated BaCKSCaAttar ... .. coiuiiiieiiiiie ettt sttt 78
(o Y I L= g o 1=T =4 o LU PR 78
6.6 Apparent SUrface REfIECTANCE ......ooocuiiiiecee et e e e e e e e e e e eeareeas 78
6.7 Ocean SUrface ReflECTANCE ......cooviiiieieeeeee et e 78
6.8 Total Column OPLiCal DEPLN..cccueiiieeeee et e e st e e e s abe e e e esbree e enabeeas 78
6.9 Multiple Scattering Warning FIAg .....c.uveei ittt ree e s ree e e aree e e s aree e s snbeee s s nneeas 78

7 Product QUAlITY PArameETerS......ccccuiieiieiiiie ettt e ettt e et e e e e ette e e e et e e e s ebteeeeebteeeeeabtseeeeseseeeestaeaesasrenaesnes 79
AN 01T o [ VUSRS 79
F AN o 01T Lo [ = 7SR 82
2 (=T =T (ol PP PSP PP PRSP 83



Release Notes

For version 7.5, dated June 16, 2018 changed the calibration solar angle limit from zenith to
elevation (section 3.3.7.2) and in Table 3.6. Changed the wording of the TEP removal in section
2.3. Modified equation 4.7 (apparent surface reflectance) by replacing the energy received with
the number of photons received and removed equation 4.8 and associated text as it is no longer
necessary. Re-made figure 4.6.1 using new modified equation 4.7. Modified the molecular
scattering folding equation (egn. 3.15) to replace the number of photons transmitted with laser
energy. Added section 3.3.4.1 the computation of the theoretical background (equation 3.25).
Added a new parameter (backg_theoret) to the ATLO9 product defined in section 3.3.4.1. All
relevant changes in red.

Prior Version Updates:

For version 7.4, dated April 10, 2018, all changes in red font. We have modified the apparent
surface reflectance equation 4.7 by replacing Topt With Sret Which is defined as the system
receiver response and comes from ATLO3.

The deadtime equation 2.1 had an error. Please replace with new equation 2.1.

The equation to compute molecular folding (equation 3.15) was altered. The product of the
detector quantum efficiency (Qe) and the receiver optical transmission (Topt) Was replaced with
Sret..

Section 2.3 was modified to correct the equations for removal of the Transmit Echo Pulse (TEP)
from the atmospheric profiles.

In section 4.4, some clarification wording was added to explain the parameter msw_flag.
Added section 6.9, multiple scattering warning flag plot.

For version 7.3, dated November 15, 2017, all changes in red font. We have added a paragraph
to section 2.1 — Dead Time Correction — which introduces a control parameter “dtime_select”
which is used to determine which dead time factor to use in the processing.

Added some wording to section 2.1 —Dead Time Correction for clarification.

Changed equation 2.1 to now define just the dead time correction factor and added equation 2.1a
to define how the dead time correction factor is applied.

Added “dtime”’select” parameter to Table 3.5
Deleted two sentences from the first paragraph of section 3.3.5 to avoid confusion.
Added discussion of how to apply dead time correction to section 3.3.5
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Added a paragraph describing added parameters to the ATLO9 product in Section 4.2. These
include density pass2 and renaming old “density” to desnity passl. Updated Table 4.1 in that
section to reflect this change.

Added parameter Surface_Bin to ATL09 output in Table 4.1. This parameter is stored on ATL04
and should simply be passed to ATLO9.

Fixed Table 4.2 description of “Surface Signal Source” to be consistent with text.
Rewrote section 4.5 — Blowing Snow. Added Table 4.3 on page 55.

In Section 4.6.2.1, updated the input GOME data set for surface reflectance from a 1x1 degree to
the new 0.25x0.25 degree data set. Also changed the value of Rshow to 0.8 from 0.6.

For version 7.2, dated July 28, 2017, note all changes in red font.
Updated section 2.1 — dead time correction.

Added Surface_Signal_Source (Table 4.2) control parameter to define the source of the surface
signal in computation of Apparent Surface Reflectivity. Paragraph describing this is in section
4.6, page 56.

Modified surface signal computation — step 4 — in section 3.3.5, page 37.

Added ATLO09 parameter Surface_Signal_Source to Tables 4.1 and 4.2. This is a constant read in
from an ancillary file that tells whether to use the surface signal from ATLO3 or that from
ATLO04 to compute apparent surface reflectance.

Changed section 4.4 to specify a maximum of 10 cloud layers (was 6).
Added definition of layer_attr flag to section 4.4.
Added clarification to section 4.5 — Blowing Snow.

Added new section 5.0 — Consolidated Cloud Flag. Old sections 5 and 6 become new sections 6
and 7. Added new parameter layer_flag to ATL09 (Table 4.1).

Outstanding issues: The TEP correction must be implemented and tested. The quality assurance
parameters (Section 6) have not yet been added to the products.

For Version 7.1 dated March 28, 2017, changes and additions to the prior version (Version 7.0,
dated October 20, 2016) have been entered in red font. The main changes are:

Added Section 2 — Corrections to the Raw Atmospheric Profiles. This section addresses dead
time correction, vertical shifting of profiles and the transmit echo pulse (TEP) correction. Prior
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version dead time correction was in section 2.3.5.1. This version dead time correction procedure
has not changed from the prior version and is complete except for identifying the laboratory-
produced detector efficiency table. Discussion of vertical shifting (section 2.2) and the TEP
(section 2.3) are new to this version.

In Table 3.1 — List of ATLO04 product parameters — added parameter Backg_Method3 which is he
background computed from the 200 Hz onboard background. This is defined in section 3.3.4 on
page 32. Also added in Table 3.1 is the ATLO4 parameter mol_backs_folded. Though the
procedure to compute this parameter was in the prior ATBD version, it was not in the ATL04
product parameter list.

Added further explanation of the application of the dead time correction factor in Section 3.3.5

In Table 4.1 — List of ATLO9 Parameters — added parameter Backg_Select (from ATL04) and
parameter Bsnow_Prob which is defined in section 4.5.1

For Version V7.0, dated October 22, 2016, changes and additions to the prior version (Version
6.0, dated November 3, 2015) have been entered in red font. The main changes are:

Replaced section 2 with new section entitled “Correction to the Raw Atmospheric Profiles”. The
previous ATBD version section 2 becomes section 3, section 3 becomes 4, etc.

Added more complete discussion of dead time correction in section 2.1 including Figure 2.2.
Section 2.3: Added discussion of the removal of the Transmit Pulse Echo (TPE) from the
atmospheric profiles

Secant theta added to equation 3.12

Added more MET parameters to ATLO4 and ATLO09 output

Added two dead time correction parameters (Dtime_Facl and Dtime_Fac2) to ATL04 and
ATLO9

Added ATLO03 background and surface signal parameters to ATL04 and ATLO09

Added folded molecular profile to ATL09 product (Equation 3.19a)

Added some pseudo code to vertical alignment section (section 3.3.6)

Discussion added to section 3.3.4 on the use of the onboard 50 shot background

Multiple scattering warning flag (Msw_flag) added to ATLO9 product

Section 4.4 discussion of cloud flags added

Changed the ATLAS receiver transmission from 0.30 to 0.49 in Table 1.1

Energy of strong beams now 120 pJ in Table 1.1

Added discussion of calibration in Section 4.3

Added Cal_Default ANC parameter to Table 4.2

Added section 4.4.2 and equation 4.5a for the computation of a new ATL09 parameter called
Cloud_fold_flag

Added section 5.0 — Quality Assessment

Added section 6.0 — Product Quality Parameters



Added Appendix B — Geopotential height to geometric height conversion

The main changes for version V6.0, dated November 3, 2015 from the prior version (V5.0 dated
June, 2015) are:

Section 2.1, new required input to ATL04 (ATLO03)

Added section 2.3.2.1

Updated section 2.3.5.1 — Dead time correction

Revised section 3.5 and added Table 3.4

Revised section 3.6.2 — ASR Cloud detection algorithm implementation
Updated Tables 2.7 and 3.1

Version V5.0 was the first to split the ATBD into two parts. Part | addresses L2A (ATLO04) and
all of L3A (GLAOQ9) except for layer detection which is handled exclusively in a separate
document: ICESat-2 Algorithm Theoretical Basis Document for the Atmosphere, Part 11:
Detection of Atmospheric Layers and Surface Using a Density Dimension Algorithm, V5.0 dated
4 June 2015.

The main differences to this document (Part I) compared to the prior version (V4.0 dated 1
November, 2014) are listed below:

1) Addition of section 2.3.2 — Molecular Scattering Folding Correction. This attempts to
remove the molecular scattering folded from above from the measured signal.

2) Modified background computation detailed in Method 2.

3) Added section 2.3.6.3 — Calibration Algorithm using Surface Reflectance

4) Corrected errors and added clarification to the ozone transmission calculation.

5) Fixed Equation 2.7

6) Changed equation 2.10 to be consistent with CALIPSO ATBD

7) Updated Table 3.1

8) Put code for vertically interpolating pressure into Appendix A



1 Introduction and Background
Scheduled for launch in 2017, the ICESat-2 satellite will carry only one instrument — ATLAS

(Advanced Topographic Laser Altimeter System) which utilizes a high repetition rate (10 KHz)
532 nm laser and photon counting detectors for high resolution altimetry measurements. It will
use a diffractive optical element (DOE) to produce 6 individual laser beams simultaneously
emitted from the satellite. Three of the beams will have nominal energies of about 30 pJ (weak
beams) and the other 3 will have energies roughly 4 times the weak beams (strong beams). The
altimetry measurements will utilize all 6 laser beams while the atmospheric measurements will
only use the 3 strong beams. Each footprint of the strong beams will be separated by about 3 km
on the ground (across track) as shown in Figure 1.1.

. : . flight direction
flight direction 0

Figure 1.1 ICESat-2 laser beams and surface tracks. The satellite is yawed by 2 degrees such
that the weak beams trail the strong beams and vice versa depending on spacecraft orientation
which is determined by solar beta angle. Separation of strong and weak beam tracks is 90 m on
the ground. Beam pairs are separated by 3 km.

The ICESat-2 atmospheric profiles will consist of 30 m bins in a 14 km long column. Nominally
the top of the column will be 13.75 km (above the local value of the onboard Digital Elevation
Model (DEM)) and the bottom -0.250 km. For the atmosphere, the 3 strong beams
(approximately 120 pJ at 532 nm) will be downlinked after summing 400 shots, resulting in three
25 Hz profiles (280m along track resolution). Thus, each summed, 25 Hz profile is equivalent to
roughly 48 mJ of energy, which is about twice the level of GLAS 532 L2A measurements.
However, GLAS used geiger mode Single Photon Counting Module (SPCM) detectors which
have a very low dark count rate and high quantum efficiency (60%). ATLAS will use Photo
Multiplier Tube (PMT) detectors which are inherently noisier (with a factor of 10 to 100 more
dark count rate compared to SPCMs) and less efficient. At present, the best estimate of dark
count rate for the ATLAS detectors is between 10 and 50 KHz. The exact nighttime performance
of the atmospheric channel will depend on the magnitude of the dark count rate. This is



illustrated in Figure 1.2 which compares the expected nighttime performance of ATLAS for two
different values of the detector dark count rate.

' ‘ ' ! ‘4"
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Figure 1.2. Full resolution (25 Hz, 400 shot sum) simulation of the nighttime performance of the
ATLAS atmospheric channels (3 strong beams). The top panel (a) is for a detector dark count
rate of 10 KHz and the bottom panel (b) is 5 times that number. The actual on-orbit detector dark
count rate will likely lie somewhere in between these extremes. The scattering at the position of
the arrow in (a) is from a cloud above 15 km (refer to aliasing discussion below).

Figure 1.2 shows simulated nighttime ATLAS data at full resolution (25 Hz or 400 shot sum).
The top panel is for a dark count rate of 10 KHz, while in the bottom panel the dark count rate is
five times that (50 KHz). Laboratory measurements to characterize the ATLAS instrument
indicate initial dark count rate to be about 10 KHz. However this value will increase over time on
orbit. As can be seen, the nighttime performance of ATLAS is expected to be very good, with
both thin cloud and aerosol easily detected even for the higher dark count rate.

For daytime, the magnitude of the detector dark count does not matter as much since the
performance will be determined by the solar background which, on average, will be between 1
and 5 MHz (about 100 times the detector dark count rate). Daytime ATLAS data will be noisier
than the GLAS L2A data because when summing signals over some fixed time interval the solar
noise in a lidar system scales with the laser repetition rate (GLAS was 40 Hz; ATLAS is
10KHz). This degradation in daytime signal to noise (compared to GLAS) is likely to be a factor
of 100 or more. Thus, during the day thin cloud and aerosol will be detectable only after a large
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amount of averaging, if at all. Model results like those shown in Figure 1.3 indicate that in order
to detect thin cloud and aerosol during daytime would require averaging at least 100,000 lidar
pulses (10 seconds or about 70 km horizontal resolution).

Figure 1.3. Simulation of the ATLAS atmospheric channel (1 beam) based on GLAS 532 nm
data. Shown is the sum of 400 shots (full ATLAS resolution for the atmosphere) for daytime
over a surface albedo of 0.10 (a), and daytime over a surface with albedo 0.30 (b).

Table 1.1 Pertinent ATLAS instrument parameters and their values at present.

ATLAS Instrument Parameter Current (pre-lab measured) Value
Laser Repetition Rate 10 Khz
Laser Energy (strong beams) 120 wJ
Telescope Effective Area 0.43 m?
Telescope FOV 83 ur
Detector Quantum Efficiency 0.15
Detector Dead Time 3ns
Detector Dark Count Rate 10-100 KHz
Bandpass Filter Width 30 pm
Nominal Receiver Optics Throughput 0.49
Nominal Orbit Height 495 km
Laser/Telsecope FOV Spot Size (on ground) 14 m/41m
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While the daytime background presents a big problem for ATLAS, there are other problems that
are even more formidable. To acquire high resolution altimetry measurements, ATLAS is using a
high repetition rate laser (10 KHz). Each laser pulse will be separated by only 30 km in the
vertical. Thus, when a pulse (pulse 1) strikes the ground, the laser pulse right after it (pulse 2) is
at 30 km altitude. When the ground return from pulse 1 reaches 15 km altitude (on its way back
to the satellite), laser pulse 2 is at 15 km also (but travelling downward). The atmospheric return
from pulse 2 (from 15 km altitude) will travel back to the receiver at the same time as the ground
return from pulse 1. Thus, if there were a cloud at 15 km, its scattering signature would appear at
the position of the ground return. Clouds at 16 km altitude will appear at 1 km above the ground,
etc. This effect will be termed “pulse aliasing” or “folding” in future references within this
document. To put it in a more general way, the atmospheric scattering that will be recorded by
the instrument at height H is the sum of the scattering at height H, H+15, H-15, H+30, H-30,
H+45, H-45 etc., where the numbers are in km. Even in the tropics, 99.9% of clouds are below
18 km. Thus, there will be a range in the downlinked profiles from -0.25 km to about 3 km that
can potentially contain cloud scattering from 14.75 to 18 km. Above 3 km, this effect should be
minimal (with exception of the highest of clouds in the tropics and Polar Stratospheric Clouds).
Pulse aliasing can be seen in the simulated data of Figure 1.1a at the position of the arrow. The
scattering shown there is actually from the top of the cloud above 15 km. Above 3 km to the top
of the profile (nominally 13.75 km), we should have no ambiguity in the scattering signatures,
since there is usually only molecular scattering above 18 km (of course this does not apply to
Polar Stratospheric Clouds that typically occur in the altitude range 12-25 km over the polar
region in winter, or stratospheric aerosol).

Even though ATLAS can theoretically capture 15 km of data, the instrument will only download
14 km of data. Unfortunately the ATLAS instrument will require a hardware reset between shots
that will effectively create a blind spot in the top 1 km of the profile (nominally 14-15 km). In
this region no information is returned. Thus, if a cloud exists in this region we will never know it
except for the case where it is optically thick and has the effect of attenuating the laser beam
such that no other cloud or surface return is seen below it.

These “characteristics” produce severe problems for lidar data processing. First, there is nowhere
in the profile where one can calculate the solar background. Normally, this is done using the
signal either very high up (> 100 km as in the case of GLAS) or below the ground. However, we
have no signal either very high up or below ground, since for instance, the scattering in the
roughly 500 m of the profile below ground will be equal to the sum of the scattering at 14.5 —
15.0 km, 29.5 —30.0 km, etc. So even if there were no particulate scattering at 14.5-15 km, the
signal below ground will still have the molecular return in the 15 to 14.5 km altitude range. This
can be modeled and subtracted from the computed background when there are no clouds. If
clouds are present (in the 15 to 14.5 km altitude range) then there would be no way to recover the
background from the 0.50 km segment of data below ground. Yet another problem caused by the
high repetition rate laser pertains to calibration. With a normal (lower repetition rate)
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atmospheric lidar, calibration is performed using the molecular return from a known, clear region
of the atmosphere normally in the low to mid stratosphere (25-35 km). For instance for GLAS,
we used the 28 to 24 km altitude range for calibration. CALIPSO uses the 36-39 km region.
ATLAS will not have access to this region used by GLAS (or more correctly, it will be folded
into the scattering between 6 and 9 km altitude). Calibration also requires long stretches (100’s
of km) of data devoid of particulate scatterers. For ICESat-2, the only place that might offer the
necessary conditions for calibration is over the poles during darkness or very low sun angle
where there is a high probability that no clouds will exist between 13.5 and 11-12 km. Darkness
or at least twilight is required because the signal from molecular scattering (i.e. the calibration
target) is so small, that it would be buried in the solar background noise for daytime data.
However, in the polar regions in winter, polar stratospheric clouds may exist and will
contaminate the calibration if not recognized and removed from the calibration procedure.

The unique characteristics of ICESat-2 atmospheric data discussed above represent
unprecedented difficulties in producing level 2 and 3atmospheric products. It should be stressed,
however, that ATLAS is not intended to be an atmospheric lidar. ICESat-2 is not an atmospheric
mission. Any atmospheric information that can be obtained is a bonus to the project, but its
quality will undoubtedly be less than ideal for atmospheric science. The main intent of the
atmospheric channel is the detection of clouds, blowing snow and fog that will adversely affect
the altimetry measurements. The mission objective (for the atmospheric data) is to produce a
cloud/no cloud flag and to loosely characterize the likely intensity of multiple scattering of the
pulse due to clouds, fog and blowing snow. This information is highly valuable to the altimetry
analysis. This objective can be met without accurate calibration of the data because we have
designed a layer finding algorithm that does not require calibrated data to find clouds and
blowing snow. Thus in summary, it will be challenging to produce an atmospheric product but
the main objective of aiding the altimetry data analysis is attainable. We will, however, have to
come up with creative ways to get around the above cited problems if we are to have a useful
atmospheric product.
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Figure 1.4. Overview of processing steps from the raw atmosphere profiles (ATLO02) to the L3

atmosphere product (ATL09).
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2 Corrections to the Raw Atmospheric Profiles
There are a number of corrections that need to be applied to the raw atmospheric profiles before

they are processed to produce the level 2 products. These include removal of the transmit echo
pulse (TEP), dead time correction and compensation for shifting between major frames. These
issues are discussed below. Before we address those issues, we should note that the 3 strong
beams which make up the atmosphere profiles will be named by convention atmospheric profile
1, profile 2 and profile 3. These three profiles correspond to ATLAS beam 1, 2 and 5. In the
initial spacecraft orientation, ATLAS beam 1 is to the left of the nadir ground track, ATLAS
beam 2 is along the nadir track and beam 5 is to the right. The spacecraft flies in two
orientations, depending on the solar beta angle. The spacecraft rotates 180 degrees from one
orientation to the other. Thus, sometimes beam 1 is on the left side of the ground track and
sometimes on the right. Likewise with beam 5. ATLAS beam 2 is always in the center regardless
of the spacecraft orientation. There will be a parameter called sc_orient that will tell the user
which orientation the spacecraft is in. When sc_orient = 1 (spacecraft facing forward), ATLAS
beam 1 will be to the right of the nadir ground track and will map to atmospheric profile 3. When
sc_orient = 0, (spacecraft facing backward), ATLAS beam 1 is on the left side of the nadir
ground track and will map to atmospheric profile 1. For both spacecraft orientations, ATLAS
beam 2 will map to atmospheric profile 2.

2.1 Dead Time Correction

Unlike the SPCM detectors of the GLAS 532 nm channel, the ATLAS detectors will have much
shorter dead times (about a factor of 10 less). In addition, the low laser pulse energy of ATLAS
(about a factor of 200 less than GLAS) means that detector dead time will not be important for
atmospheric signals, as even dense clouds will not produce more than 3 or 4 photons per 30 m
bin per shot. However, this does not apply to surface signals that can produce 10 to 20 photons
per shot and, for some surfaces, may arrive in just a few nanoseconds. Dead time correction of
surface signals is thus very important. Figure 2.1 shows a model of the ATLAS detector
efficiency (labeled lines) as a function of the received return pulse strength (y axis) and width (x
axis).
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Figure 2.1 A model of effective radiometric efficiency as a function of actual (incident) return
strength (photoelectrons per shot) and actual surface return pulse width (in nanoseconds).

As can be seen from the plot, the stronger and shorter the return pulse, the less efficient the
detector is at capturing all the photons. This loss is due to the dead time effect. The figure also
shows that in order to correct for this effect, we have to know both the return signal strength and
the width of the return pulse. The latter is problematic as it is not recorded by the instrument but
can be obtained by the aggregation of many shots. Tables which relate the dead time correction
factor to the ground signal strength and width have been produced as part of the calibrations
done on ATLAS in the laboratory (CAL 34). The table y axis contains the number of photons
received for a single shot and the x axis is the width of the pulse in nanoseconds. There are 6
tables in all, one for each value of detector dead time ranging from 2.9 ns to 3.4 ns. There are 6
of these tables which are for specific detector dead times:

CAL_34 DT29 2017172.csv
CAL_34 DT30_2017172.csv
CAL_34 DT31 2017172.csv
CAL_34 DT32 2017172.csv
CAL_34 DT33 2017172.csv
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CAL_34 DT34_2017172.csv

Where “DT29” means dead time 2.9 ns, “DT30” means dead time 3.0 ns, etc. Thus, we must
have a procedure to choose which CAL 34 table to use.

The dead time for each of the three strong beam atmospheric profiles are computed by the
average of each of their detectors 1-16 dead times. The dead times for each of these 16 detectors
are contained in CAL 42 tables which depend on temperature. The correct CAL 42 table will be
identified in the current granule ANC39 ancillary file. We need to average the 16 deadtimes
contained in the CAL 42 file to identify which CAL 34 table to use for the dead time correction.
We will use the CAL 34 table with the deadtime closest to the averaged value. Once the
appropriate CAL 34 table has been identified, it is then used to obtain the dead time correction
factor by the procedure shown in Figure 2.2 below. This procedure uses parameters from ATL03
to define the surface signal strength (sig_count_hi, sig_count_med and sig_count_low). These
parameters are read in by ATLO4 and represent the surface signal photon count summed over
400 shots reported by confidence level (high, medium and low). Also from ATLO3 are the
parameters sig_h_sdev_hi, sig_h_sdev_med and sig_h_sdev_low which are the standard
deviation of the height of all signal (surface) photons for the 400 shot interval. Figure 2.2 below
shows the logic we propose to use for computing the dead time correction using the ATLO3
parameters and the radiometric table (CAL 34) discussed above. All six of these parameters in
addition to sig_h_mean_hi, sig_h_mean_med and sig_h_mean_low are to be stored on the
ATLO4 product (see Table 3.1).

We propose to sum sig_count_hi and sig_count_med and divide by 400 to obtain the signal
strength value in photons per shot (y axis on Figure 2.1). To compute the signal width, if
sig_count_hi is greater than 200, we will use sig_h_sdev_hi multiplied by a factor
(Dead_Time_Sfac, nominally 1.5) to represent the signal width and convert to nanoseconds
(divide by half the speed of light). If sig_h_sdev_hi is invalid, then set Dtime_fac1l to invalid.

If sig_count_hi is less than or equal to 200 and sig_count_med is not invalid, we compute the
sum of sig_count_hi and sig_count_med. If this sum is less than or equal to 200, we set the dead
time correction factor to 1.0. If this sum is greater than 200, then we compute the signal width by
summing sig_h_sdev_hi and sig_h_sdev_med, multiplying by Dead_Time_Sfac and dividing by
the speed of light. If sig_h_sdev_med is invalid, then only use sig_h_sdev_hi multiplied by
Dead_Time_Sfac divided by half the speed of light to compute the signal width. If sig_h_dev_hi
is invalid, then set Dtime_facl to invalid. The resulting signal width and signal strength are used
to index into the laboratory-produced detector efficiency table to obtain the dead time correction
factor (Dtime_Facl). Note that the dead time correction factor obtained from CAL 34 will be a
number >= 1.0. To correct the Surface _signal parameter for dead time, it should be multiplied
by Dtime_facl.
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NOTE: If the above data needed to compute Dtime_Fac1 are not available, then its value should
be set to invalid. See section 3.3.5 on how to obtain Surface _signal.

Width of signal =
sig_h_sdev_hi

sig_count_hi
= 2007

Set dead time
correction
(Dtime_Facl)to 1.0

Compute signal
strength as
sig_count_hi / 400

sig_count_hi +
sig_cnt_med » 2007

Compute width of
signal using
sig_h_sdev_hi and

Sig_h_sdev_med

!

Compute strength
of signal as
(sig_count_hi +
sig_count_med) /
A00

Compute dead time
correction (parameter
Dtime_Facl) using
lookup table indexed by
computed signal
strength and width

Figure 2.2. Flow diagram for computing the dead time correction factor using ATL03 measured
surface signal photon count and standard deviation.
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Figure 2.3. Detector dead time correction factor and efficiency as computed from equation 2.1
as a function of received photons (400 shot sum) within a 30 m bin for different values of
detector dead time (7).

The dead time correction can also be computed analytically. This method does not include the
effects of pulse width and is thus not as accurate as the above method.

1.0
D, = P 2.1)
1.0_—_6
80.0x10
P =D,P, (212)

Where D is the dead time correction factor (Dtime_fac2), Pn is the measured photon count
(surface signal, per bin per 400 shots), t is the detector dead time (~3.0x10° s), and P is the
dead time corrected signal. The exact value of 1 to use can be calculated from the appropriate
CALA42 table by averaging the dead time for all 16 strong spot detectors. The atmosphere bins
are 30 m which is equivalent to 0.20 microseconds, so the dead time must be scaled to this time
interval. To do so we divide the detector dead time by the bin length (in time — 0.20x10° s)
multiplied by the number of shots summed (400). The latter accounts for the fact that the
ATLAS atmosphere data are sums of 400 shots. Figure 2.3 shows the result of equation 2.1.
Referring to Figure 2.1, the effect of roughness is to broaden the return pulse, which decreases
the effect of dead time. It is as if increasing surface roughness decreases the dead time of the
detector (see the 4 curves in Figure 2.3). This value (D, from equation 2.1) should be written to
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ATLO4 as parameter Dtime_Fac2 in addition to Dtime_Facl. Py in equation 2.1 is in fact the
surface signal (parameter Surface_Sig) as determined in section 3.3.5. Thus to calculate
dtime_fac2, one must first have the magnitude of the surface signal in photons per bin. See
section 3.3.5 for the method to compute the surface signal (parameter Surface_Sig).

Equation 2.1 defines dtime_fac2. It is a number between 1.0 and 2.0. Usually about 1.1 — 1.5.The
surface signal only (Surface_Sig) is multiplied by that factor to dead time correct the surface
signal. No need to apply this to atmospheric bins. Equation 2.1 is an approximation to the
method used to compute dtime_facl. We want to define a control parameter that specifies which
dead time factor to use. Call this "dtime_select". If 1, then use dtime_facl, if 2 then use
dtime_fac2. Default value of 1.The code should use what "dtime_select™ specifies, but if it is
asking for dtime_facl and for some reason, it cannot be calculated, it should be smart enough to
default to dtime_fac2. Dtime_fac2 can always be calculated as long as there is a surface signal.
Dtime_select should be on both ATL04 and ATLO9.

2.2 Correction for Raw Profile Shifting

The raw atmosphere profiles are constructed from two sets of 200 shot summed profiles onboard
the satellite. The top bin of all 200 shots of each sum will begin at the same height above the
WGS84 ellipsoid. It is possible that the height of the top bin of the next 200 shot sum is different
than that of the previous 200 shot sum. In this case, when the flight software sums the two 200
shot sums together to produce the 400 shot sum that is downlinked, the shifting can result in
some bins of the 400 shot profile containing only the sum of 200 shots. The flight software
removes the bins at the top of the profile with only a 200 shot sum and the bins with only a 200
shot sum at the bottom of the profile will be retained. To determine how many bins at the end of
the profile do not overlap (and, hence, contain the original 200 shot values), the flight software
computes the parameter atm_shift_amount that is stored on the ATLO2 product. For those bins
(with only a 200 shot sum) the ATLO04 processing is to double the photon counts in the lower
bins therein to make them consistent with the rest of the 400 shot sum profile. The bins to be
doubled are simply the last “atm_shift_amount” bins of each 25 Hz profile. This correction is
required for each of the 3 profiles. Note: There is a slight difference in the start of the range
window, to the order of about 40 ns. This currently is not corrected for in the L2A processing.

2.3 Transmit Echo Pulse

The ATLAS beams 1 and 2 will have within them the transmit echo pulse (TEP). The position of
the TEP can be calculated and should reside within 1 or 2 atmospheric bins (30 m wide) for each
400 shot (summed) profile. We will need to calculate the location of this bin and set its value to
the average of the bin above and below. The algorithm to compute the location of the TEP within
the atmospheric profile is given below. This correction must be made to ATLAS beams 1 and 2
(atmospheric profiles 1 and 2). ATLAS beam 5 (atmospheric profile 3) will not contain the TEP.
This correction should be the first thing done before any other ATL04 processing.
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To compute the TEP location within the atmospheric profile, we need the range from spacecraft
to the top of the atmospheric profile in nanoseconds. Call this value R. Then the time of flight
(TOF) of the TEP center position (in nanoseconds) is:

ANC41 2016271 002753 901 01.h5 : pce2 - TEP TOF Histogram
I | I T T | I 1 I I I

500

400

300

Normalized Counts

200

100

0 1 t | | J e ! | L | L
40

20 60

IIIIII\II|III\\II\IlIIIIHIII|IIHIIIII|IIHIIIII|HIIIII

IIIIHHIlIIIHIHIIIIUHIIIIIITIHIIIIITHII]IIITIHI]I

Time of Flight (ns)

Figure 2.4 The Transmit Echo Pulse (TEP) shape and magnitude as a function of time from laser
fire. The smaller second pulse (past 40 ns) is the TEP echo.

T = INT(R/prf_inv+1)*prf_inv+TEPstart+0.5*TEPwidth (2.2)
Where TEPstart is a parameter that varies by picoseconds but can be considered constant for our
purposes. TEPstart is a parameter on ATLO3 (/ancillary_data/tep/tep_range_prim) and should be
put on ANC39 and used in equation 2.2. The nominal value of TEPstart is 15 ns. TEPwidth will
also be a constant and will equal the time between the beginning of the TEP and the end of the
TEP echo as seen in Figure 2.4. Thus, the nominal value for TEPwidth is 40 ns. Prf_inv is the
time in seconds between laser pulses (= 1.0e-4s). The bin of the atmospheric profile that contains
the TEP is then:

TEP_bin = (T-R)/ATMbinwidth (2.2a)
Where ATMbinwidth is the atmospheric bin width in seconds (= 200 e-9s). This bin and the bins
immediately above and below it (as a margin of safety) must be replaced by the adjacent
atmospheric bins as:

ATM_bins (TEP_bin-1) = ATM_bins(TEP_bin-2)

ATM _bins (TEP_bin+1) = ATM_bins(TEP_bin+2)

ATM_bins (TEP_bin) = (ATM_bins(TEP_bin-1) +ATM_bins(TEP_bin+1))/2

Where ATM bins represents the atmospheric profile.
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3 L2A Product: Normalized Relative Backscatter (ATL04)
The atmosphere L2A product will be called ATL04 and will consist of what is termed

Normalized Relative Backscatter (NRB) profiles and calculated 532 nm calibration coefficients
(plus other ancillary/supporting data parameters). The NRB profiles are created from the profiles
of raw photon counts (supplied from ATLO2 — parameter /atlas/pcex/atmosphere_sw/atm_bins)
by subtracting the background, multiplying by the square of the range from the satellite to the
return height and normalizing by the laser energy. It was recognized by the reviewer of this
document that since scattering within a bin originates from multiple altitudes, there is no unique
range that can be applied to the bin. We now recognize this and have devised a method which
will help alleviate this effect. In section 3.3.2 we develop a method to remove the molecular
scattering from adjacent laser pulses from the recorded profile. We recognize that this method
cannot remove particulate scattering that has been folded down into the profile, but it is the best
that can be done.

The calibration coefficient (C) is derived from the NRB profiles (and knowledge of the
temperature and pressure of the atmosphere) and is used to compute calibrated, attenuated
backscatter profiles (which will be on the ATLO09 product, not on ATL04). We do not know how
variable C will be or how it will change with time. Normally, the factors that cause C to change
are 1) boresite misalignment, 2) detector changes in responsivity, 3) changes in laser
characteristics not accounted for by laser energy monitor data, and 4) overall changes in either or
both the transmit and receive (optics) system throughput. Past experience with GLAS and
CALIPSO indicates that calibration changes are mainly related to temperature change effects on
the boresite as the satellite travels from sunlight to darkness and vice versa. However, since
ATLAS will have an active continuous boresite alignment process, this may not be the case for
ICESat-2. A thorough discussion of the calibration coefficient and how it is calculated is
presented in section 3.3.7. There is also the possibility of using the transmit echo, which will be
recorded onboard periodically, to monitor changes in the receiver optics transmission and
detector quantum efficiency. These two parameters are part of what determines the value of C for
lidar systems (see Equation 3.26).

For the computation of latitude and longitude (of the laser footprint on the surface), the range
from the satellite to the topmost bin of the atmosphere profile will suffice for surface (laser) spot
location determination. The top of the profile will be the determined height above the WGS84
ELLIPSOID for this geolocation.

3.1 L2A Required Inputs

Raw strong beam atmosphere profiles (ATL02 parameter atm_bins)

ATLO3: Ground signal photon magnitude and width

Laboratory data relating signal magnitude and width to detector efficiency (see Figure 2.1).
Meteorological data: wind, temperature, pressure, relative humidity and others (GMAO)
Ozone concentration (mixing ratio), source GMAO

DEM at 1x1 km resolution (GMTED2010 or as defined in ATLO3 ATBD)
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Surface Type (IGBP)

Solar azimuth and zenith angle

Range from Spacecraft to start of atmosphere profile (ATL02 parameter atm_rw_start)
Spacecraft altitude (wrt the WGS84 ellipsoid)

Pointing angles for each beam

Laser energy for each of the 3 strong beams, time, lat/lon

Onboard 50 shot background (ATL02)

200 shot sum shift amount - ATLO2 parameter atm_shift_amount

The raw atmosphere profiles are the sum of 400 shots from the 3 strong beams and are assumed
to come from ATLO2 no with dead time correction applied.. The meteorological data should be
the initial analysis fields (or a short term forecast less than 12 hour) from a global weather
prediction model such as GEOS-5 (from GMAOQ) or the GFS or NAM models (from NCEP). The
ozone concentration is included in the GMAO files.

3.2 L2A Outputs

e Normalized Relative Backscatter (NRB) profiles for each of the 3 strong beams at 25 Hz.
e Background at 25 Hz (includes Binmaxt, BiNmax2, Sm1, Sm2 Sstd and pp1 and Set, Pmtot and
b2 — see section 3.3.2 below for definitions)

Molecular backscatter profile from 20 to 0 km at 0.1 Hz, 30 m vertical resolution.
Calibration coefficients with time and location tags

Molecular Backscatter Average used to compute C (calibration coefficient)

Signal average used to compute C

Pressure, temperature from 30 to 0 km at 0.1 Hz, 30 m vertical resolution.

Range from spacecraft to start of atm profile

Pointing angles for each beam

Laser energy, time, lat/lon

Solar zenith and azimuth angle, DEM, surface type

Surface (2 m) wind velocity and temperature

Wind velocity and temperature at 10 m height

Onboard 50 shot background

MET data defined in Table 3.1

Table 3.1. ATLO04 Product Parameters

Parameter Datatype | Units Rate | Description

Time float seconds 25 Hz

Latitude double degrees 25 Hz | Based on range to local DEM

Longitude double degrees 25 Hz

prof_dist_x float m 25 Hz | Along track distance from start of segment

prof dist y float m 25 Hz | Across track distance from reference pair track

Bckgrd_counts Integer photons 200 Hz | Onboard 50 shot background counts

Bckgrd_counts_reduced | Integer photons 200 Hz | Onboard 50 shot background counts minus
signal photons

Bckgrd_rate Float Photons/s 200 Hz | 50 shot background rate in per second (signal
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photons removed)

Bckgrd_hist_top Float m 200 Hz | 50 shot background integration window top ht
Bckgrd_int_height Float m 200 Hz | 50 shot background integration window width
Bckgrd_int_height_redu | Float m 200 Hz | bckgrd_int_height — signal photon height range
ced
Sig_count_hi Integer photons 25Hz | Ground signal photons for a 400 shot sum, high
confidence
Sig_count_med Integer photons 25 Hz | Ground signal photons for a 400 shot sum, med
confidence
Sig_count_low Integer photons 25 Hz | Ground signal photons for a 400 shot sum, low
confidence
Sig_h_mean_hi Float 25 Hz | Mean height of surface wrt EGM2008 ellipsoid,
high confidence
Sig_h_mean_med Float 25 Hz | Mean height of surface wrt EGM2008 ellipsoid,
medium confidence
Sig_h_mean_low Float 25 Hz | Mean height of surface wrt EGM2008 ellipsoid,
low confidence
Sig_h_sdev_hi Float 25 Hz | Standard deviation of surface height, high
confidence
Sig_h_sdev_med Float 25 Hz | Standard deviation of surface height, medium
confidence
Sig_h_sdev_low Float 25 Hz | Standard deviation of surface height, low
confidence
NRB_Prof Float(700,3) | Photons 25Hz | 3 strong beams from 20 to -1 km (based on local
km?/Joule DEM value) with vertical resolution of 30 m
NRB_Top_Bin Integer(3) NA 25 Hz | The starting (top) bin number within the -1 to 20
km frame where data begins
NRB_Bot_Bin Integer(3) NA 25Hz | The ending (bottom) bin number within the -1 to
20 km frame where data ends
Backg_Max_Binl Float(3) NA 25 Hz | Background method 1 maximum bin (Binmax:
defined in section 3.3.4)
Backg_Max_Bin2 Float(3) NA 25 Hz | Background method 1 maximum bin 2 (Binmaxz
defined in section 3.3.4)
Backg_Signal_Max1 Float(3) photons/bin | 25 Hz | Background signal max 1 (Sm1 defined in section
3.3.4)
Backg_Signal_Max2 Float(3) photons/bin | 25 Hz | Background signal max 2 (Sm2 defined in section
3.3.4)
Backg_Std Devl Float(3) photons/bin | 25 Hz | Background standard deviation from method 1
(Ssta1 defined in section 3.3.4)
Backg_Methodl Float(3) photons/bin | 25 Hz | Background from method 1 (ps1 defined in
section 3.3.4)
Backg_Std_Dev?2 Float(3) photons/bin | 25 Hz | Background standard deviation from method 12
(Ssta2 defined in section 3.3.4)
Backg_Mean2 Float(3) photons/bin | 25 Hz | Signal mean from method 2 (Spar defined in
section 3.3.4)
Backg_Method2 Float(3) photons/bin | 25 Hz | Background from method 2 (pn. defined in
section 3.3.4)
Backg_Method3 Float(3) photons/bin | 25 Hz | Background from method 3 (defined in section
3.3.4)
Backg_Select Integer NA l/gran | The background method used in calculation of
ule NRB
Cal_ N Integer NA l/gran | Number of calibration points for this granule
ule
Cal_C Float(3,Cal_ | NA Cal_N/ | Calculated calibration coefficients (one per
N) orbit beam, eqn 3.27)
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Cal_Con Integer(3,Ca | NA Cal_N/ | Calibration Confidence
I_N) orbit
Cal_Start_ Time float(Cal_N) | UTC Cal_N/ | Start Times of calibration calculation
orbit
Cal_End_Time float(Cal_N) | UTC Cal_N/ | End Times of calibration calculation
orbit
Cal_Start_Latitude float(Cal_N) | degrees Cal_N/ | Start Latitude of calibrations
orbit
Cal_Stop_Latitude float(Cal_N) | degrees Cal_N/ | Stop Latitude of calibrations
orbit
Cal_Start_Longitude float(Cal_N) | degrees Cal_N/ | Start Longitude of calibrations
orbit
Cal_Stop_Longitude float(Cal_N) | degrees Cal_N/ | Stop Longitude of calibrations
orbit
Cal_Molec float(Cal_N) | m?srt Cal_N/ | Molecular Backscatter value used to compute
orbit Cal C
Cal_NRB float(Cal_N) | NA Cal_N/ | NRB value used to compute Cal_C
orbit
Cal_C Trans float(Cal_N) | NA Cal_N/ | The total transmission used to compute Cal_C
orbit
Cal_Ozone_Trans float(Cal_N) | NA Cal_N/ | Ozone transmission term used to compute C
orbit
MET_Temp Float(700) K 1Hz Temperature profiles from 30 to 0 km
MET Pres Float(700) Pa 1Hz Pressure profiles from 30 to 0 km
MET _Latitude Float deg 1Hz Latitude of MET data
MET_Longitude Float deg 1Hz Longitude of MET data
MET_PS Float Pa 1Hz Surface Pressure
MET _U2M Float mst 1Hz Eastward component of wind at 2m height
MET U10M Float mst 1Hz Eastward component of wind at 10m height
MET U50M Float mst 1Hz Eastward component of wind at 50m height
MET V2M Float mst 1Hz Northward component of wind at 2m height
MET V10M Float mst 1Hz Northward component of wind at 10m height
MET V50M Float mst 1Hz Northward component of wind at 50m height
MET T2M Float K 1Hz Temperature at 2 m height
MET _T10M Float K 1Hz Temperature at 10 m height
MET_QV2M Float Kag/Kg 1 Hz Specific humidity at 2 m height
MET_QV10M Float Kag/Kg 1Hz Specific humidity at 10 m height
MET TS Float K 1Hz Surface (skin) temperature
MET_TROPPB Float Pa 1Hz Blended tropopause pressure
MET_TROPT Float K 1Hz Tropopause temperature
MET_TOQL Float Kg/m? 1Hz Total column cloud liquid water
MET_TQI Float Kg/m? 1Hz Total column cloud ice
MET_CLDPRS Float Pa 1Hz Cloud top Pressure
Molec_Backscatter Float(700) m?tsrt 1Hz Molecular backscatter profile, 30 m resolution, -
1t0 20 km
Moec_Trans Float(700) 1Hz Molecular transmission profile, 30 m resolution,
-1to 20 km
Ozone_Trans Float(700) 1Hz Ozone transmission profile, 30 m resolution, -1
to 20 km
Mol_Backs_folded Float(700) m?srt 1Hz Folded molecular backscatter profile (equation
3.17)
Dtime_select NA Control parameter for determining which

method to use to compute the dead time
correction factor
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Dtime_Fac2 Float(3) NA 25 Hz | Dead time correction factor for surface signal
computed from equation 2.1

Dtime_Facl Float(3) NA 25Hz | Dead time correction factor for surface signal
computed from radiometric lookup table

Surface_Sig Float(3) Photons 25 Hz | Surface signal from the 3 strong beams

Surface_Bin Integer(3) NA 25 Hz | Bin number of surface return

Surface_Height Float(3) m 25 Hz | Surface height (from signal) for each beam

Range_S float km 25 Hz | Range from spacecraft to top of profile

ATLAS_Altitude Float m 25Hz | Altitude of Spacecraft wrt the WGS84
ellipsoid

ATLAS PA float degrees 25 Hz | Pointing angle of spacecraft

Laser Energy Float(3) Joules 10 Hz | Laser energy of each beam

Solar_Zenith float degrees 1Hz Solar Zenith Angle

Solar_Azimuth float degrees 1Hz Solar Azimuth Angle

Dem h float km 25 Hz | DEM value from a 1 kmx1km

Surf_type_igbp integer NA 25 Hz | IGBP Surface Type

Note: Data Product quality parameters not listed

3.3 NRB Computation

The first step in the lidar data processing is to compute what we call normalized relative
backscatter (NRB) from the raw level 0 data. In this step, three corrections to the data are made:
1) Laser energy normalization, 2) range square correction and 3) background subtraction. The
lidar equation is:

CEB(2)T?(2)

S(z)= + Py + Py (3.1)

In the above, r is the range from the spacecraft to the height z, S(z) is the measured raw signal
(photons) at height z, C is the lidar system calibration coefficient, E the laser energy, £(z) the
180° backscatter coefficient at height z, T(z) the one way atmospheric transmission from the
spacecraft to height z, p» the solar background and pq the detector dark count rate. The NRB
(computed for each of the 3 strong beams) is then:

NRB(2) = (S(2) — pp — p)T2/E = CB(DT*(2) (3.2)

For ICESat-2, the most difficult thing in the above is the solar background (p,) computation as both E and
r are well known. In practice we will lump py and pq together and their sum will be called simply
‘background’. At night, with no moon (and no effect from city lights), the background will simply be the
dark count rate (pq), while during the day the background will be a sum of p, and ps. The NRB will
constitute an L2A product (Parameter NRB_Prof on ATLO04). ICESat-2 is using PMT detectors with very
short dead times (3 ns). The count rates associated with atmospheric scattering and solar background will
not require dead time correction (unlike the SPCMs used in GLAS), however, dead time is important for
the ground return. The ground return signal (in photon counts) will be computed in ATL04 and carried
forward to ATLO9 where it is used to compute Apparent Surface Reflectance (ASR) which is a level 3
product (ATLO09) and is discussed in section 4.
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Prior to computing the NRB, the raw photon count profiles (S(z)) need to be corrected for the folding of
molecular scattering from above 15 km into the recorded profile. This correction is discussed in section
3.3.2, after we discuss how to compute molecular backscatter below.

3.3.1 Molecular Backscatter Computation

A fundamental parameter that will be used in a number of places in this document is the
molecular backscatter coefficient (Bm). Molecular backscatter is a function of atmospheric
density which is computed from the ancillary MET data. We will compute pm from 60 km
altitude to the ground once per second along the orbit track. Though only 20 km will be stored on
the ATLO4 product, we need to compute the molecular backscatter up to 60 km to correct the
raw signal for molecular scattering folded into the profile from above (see section 3.3.2). Also on
the product will be the latitude and longitude of the molecular backscatter profile (ATLO04
parameters MET_Latitude and MET_Longitude).

The MET data (as obtained from the GMAOQO ancillary data) are reported at standard pressure
levels which include temperature, relative humidity and the geopotential height at that pressure
level. The geopotential height is very close to the geometric height (above mean sea level) and
only varies by a few percent due to gravitational variation (mostly) as a function of latitude.
Please see Apendix B for how to convert from geopotential height to geometric height. The
pressure (P(z)), temperature (T(z)) and relative humidity (RH(z)) are calculated for the bins
(heights) between the standard pressure levels. The temperature and relative humidity can be
linearly interpolated (to 30 m vertical resolution) from the model pressure levels. The pressure
cannot be (linearly) interpolated and must be computed using the hypsometric formula (Byers,
1974):

RT
2, =17, = FIH(P(ZJ/P(ZZ)) 33)
In equation 3.3, let us set
— =Yy
g

Where T is the average temperature of the layer between z1 and zz, g the gravitational constant
and R the ideal gas constant for dry air (see Table 3.2). Now we re-write equation 3.3 as:

(Zmz — Zml) (3.4)

Y (P, P(z,))

Here, zm1 and zm2 are the heights of the model temperature and pressure data and zm2 > zm1. The
top model height will ideally be greater than 60.0 km as we are computing the pressure (and
following that, the molecular backscatter) to 60 km altitude.
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Then, for all z between zm1 and zm2 we compute the pressure at lidar bin resolution (Az=30 m
here) as:

P(b;) = P(b, ;) exp {@} (3.5)
/4
Where bj denotes the lidar bin number. Here we are computing the pressure at 30 m increments

starting at the lowest model level (highest pressure) and working upward in height. Thus 4z will
always be 30 m (in this case).

An example program, written in IDL is shown in Appendix A. This program is used with
radiosonde data as a demonstration, but it can just as well be used with model data such as
GEOS-5. Note that this code will produce profiles of pressure, temperature and molecular
backscatter from the ground upward (bin O at the ground). In the ATLO4 product we want bin 0
to be at the top of the profile. Also, relative humidity is not included in the code, but if available
in the model data, it can be linearly interpolated as is done for the temperature. The moisture
effect on the calculation of molecular backscatter is negligible except for possibly within the
boundary layer.
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Figure 3.1 Output from the code in Appendix A to interpolate pressure and temperature (blue
line, °K) from observation levels to 30 m lidar bin resolution (top). Molecular backscatter
calculated from the resulting temperature and pressure profiles using equations 3.6 and 3.10
(virtual temperature was not used here).
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The output of the code in the Appendix is shown above in Figure 3.1 above. The ‘+’ signs
indicate the radiosonde data for both the pressure (black line) and the temperature (blue line).

From the calculated temperature, relative humidity and pressure profiles, the molecular number
density (N(z)) is calculated from the ideal gas law as:
N(2) = P /KT, (2) (3.6)
where N(z) is in units of molecules per cubic centimeter, k is the Boltzmann constant for dry air
in units of ergs per degree per molecule (k=1.3806488x10%6 ergs per degree Kelvin), P is the
atmospheric pressure in units of ergs per cm? (or millibars times 10%), and Ty is the virtual
temperature in degrees Kelvin. This equation is very similar to the equation to compute
atmospheric density (p(z)), which is the same as (3.6) except that the Boltzmann constant is
replaced by the ideal gas constant for dry air (R), which has a value of 287.058 m? s2 °K%. Note
that we will be computing atmospheric density for the computation of ozone transmission, in
equation 3.21. The effect of moisture on atmospheric density is included through the use of the
virtual temperature in equation 3.6, but these effects are generally negligible above the lower
troposphere. Ty is computed from the relative humidity (obtained from the MET data) by first
converting it to water vapor mixing ratio. To accomplish this, we need to first compute the
saturation vapor pressure (es) which is a function of the atmospheric temperature (T (in Kelvin))
as:

es — 0.6112e(17.67(T—273.16))/(T—29.66) (37)

and from that compute the saturation mixing ratio (s):

g, =0.622¢, /(P /10.0) (3.8)

where P is the atmospheric pressure in millibars. The relative humidity is simply the actual
atmospheric water vapor mixing ratio divided by the saturation mixing ratio times 100. Thus, the
actual atmospheric water vapor mixing ratio is given by

q=rq, /100.0

where r is the relative humidity. And finally, the formula to compute the virtual temperature (Tv)
is:

T
1.0-3q/5 (3.9)

Following She (2001) and the CALIPSO ATBD, from the atmospheric molecular number
profile, the molecular backscatter coefficient (Bm(z,A)) in units of msr is then:
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Bim (2, 2) =5.1909 N (z)(550.0/ 4) #1020 (3.10)

where A is the wavelength in nanometers (532 in our case). The molecular backscatter profile
(parameter Mol_Backscatter) will be computed up to 20 km altitude and will be on the ATLO04
product at 1 Hz. Also on the product at that rate will be the temperature and pressure profiles
(parameters MET_Temp and MET_Pres) at 30 m vertical resolution.

Table 3.2 Constants Used in this Section

Constant Value
Boltzman (k) 1.3806488x1071° ergs per degree Kelvin
Ideal Gas Constant (R) 287.058 m? s °K!
Gravitational constant at sea level (g) 9.80171 ms™

3.3.1.1 Molecular Transmission

To calculate the molecular transmission, Tm(z), we first compute the molecular extinction profile
(om(2)), by multiplying the molecular backscatter cross section by the molecular extinction to
backscatter ratio, which is known theoretically to be 8nK/3.

c,(2) =82, 8.,(2)/3 (3.12)

Where Ky is known as the King factor (Bodhaine et al., 1999) which has a value of 1.0401. The

molecular optical thickness from the top of the profile (ztop, here we are using 60 km for ztop) to

height z is equal to the integral of the molecular extinction profile as shown in equation 2.12

7. (z) = Sec(6) j o (2)dz (3.12)
ztop

Where @ is the off nadir pointing angle. Finally, the two-way molecular transmission (T%m(z))
between ztop and any height z is:

Ti(z) =™t (3.13)
The attenuated molecular backscatter is defined as:
B (@)T2 (2T o(2) (3.14)

Where T02 (z) is the ozone transmission from the top of the atmosphere to height z (see equation 3.23 and
3.24 in section 3.3.3).

29



3.3.2 Molecular Scattering Folding Correction

As discussed in sections above, the raw photon data captured by ATLAS at height z (where z is
<= 14 km) will have contributions from atmospheric scattering at height z+15 km, z+30 km,
z+45 km, etc. It is important to remove as much of this as possible. There will be particulate and
molecular scattering contributions, but we will have no knowledge of the former. The best that
can be done is to model and remove the latter. The molecular contribution to the received photon
count can be computed from equation 3.15:

Pu(2) = 2 B (2)A2ATA(DTE(2)S e NaR (D) (3.15)

In equation 3.15, a is used to adjust the computed photon count in case equation 3.15 is
obviously producing too many or too few photons. Nominally o will have a value of 1.0 and will
be adjusted using actual data during the checkout phase of the mission shortly after launch. The
other terms used in equation 3.15 above are:

E — The laser energy in Joules

r — The range from the satellite to the height z (in m).

Bm(z) — the molecular backscatter cross section at height z (m™ srt). See section 3.3.1 and
equation 3.10.

Az —the bin size in meters (30 m)

A¢ — Area of telescope (m, effective)

Tm(z) — Molecular atmospheric transmission from top of atmosphere to height z (Eqn 3.13).
To(z) — Ozone transmission: top of atmosphere to height z (See section 3.3.3).

Sret — Receiver return sensitivity (photons/J) from ATLO2 via ATLO3

Na — Number of shots summed (nominally 400)

R(z) — aerosol scattering ratio

Note that Equation 3.15 will have to be computed for each of the 3 strong laser beams if the
emitted laser energy is much different for each beam. Equation 3.15 is used to compute a profile
of molecular scattering contribution from 60 km to 0 km (Pm(z)). From that profile, the molecular
scattering contribution (folded from above) to the measured ATLAS photon profile is computed
as:

P (z)=P,(z+15)+P,(z+30)+ P, (z+45) (3.16)

For z between -1 and 20 km. Note that we must compute this quantity up to 20 km since the raw
profile is being captured 13.5 km above the value of the DEM at the satellite location, and there
will be times (which occur over elevated terrain) when we need the values between 13.5 km and
20 km. We do not need to go higher than 20 km since, that portion of the profile (if it exists) will
be eliminated as part of the vertical alignment process (see section 3.3.6). Note also the height in
third term in 3.16 will go above 60 km for z > 15 km. This is above the top height of the MET
data (60 km). The values of Pn(z) for z > 60 should be set to Pm(60).
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Then the corrected raw photon count profile is:

S'(z) =S(2)- P, (2) (3.17)

Where S(z) is the raw photon count profile measured by ATLAS. Note that this process leaves
the molecular scattering of the original profile (S(z)) intact. It only removes the molecular
scattering folded down from above. Also note that the quantity subtracted from the right side of

Equation 3.17 (P, (z)) will be a fractional value. The raw photon count (S(z)) is an integer value
and at times will be zero. Thus, the result (S'(z)) will at times be negative.

The NRB corrected for the molecular folding can now be computed as:
NRB'(z) = (S'(2) = pp —pa)T*/E = CB(2)T*(2) (3.18)

Since we may not know all the instrument parameters accurately, or they may drift somewhat
with time, a scale factor («) is used in equation 3.15. If we knew all instrument parameters
perfectly, the value of a would be 1. In practice it will not be unity. One way to find the value of
a is to compute the average of the top 1 km of the raw (photon count) profile over the polar
region (in darkness) and compare it with the average of that computed from equation 3.15 for the
same vertical range. Over the poles, with no cloud or aerosol above 12.5 km, the average of the
raw photon count between 12.5 and 13.5 km from the profile should match that computed from
equation 3.15. Adjustment to « can then be made so that the ratio of the result of equation 3.15 to
the 1 km profile top average is unity. The main problem with this method for determining a is
knowing for sure that there is no cloud or aerosol scattering above 12.5 km. R(z), the aerosol
scattering ratio can be obtained from either GMAO model output or based on a climatological
value computed from CALIPSO data as a function of latitude, height and season. R(z) = 1.0 +
Ba(z)/Bm(z) where Ba(z) is the aerosol scattering coefficient at height z. Initially we will use R(z)
= constant = 1.02.

In order to compute Equation 3.16, the molecular backscatter profile must be computed up to 60
km. Above 60 km (or the top height of the MET data) the molecular backscatter can be set to the
value at 60 km (or the top height of the MET data). Here we define the folded molecular
backscatter profile as:

B (2) = B(z2) + B(z+15) + B(z +30) + B(z + 45) (3.19)

The folded molecular backscatter profile from z=-1 km to z=20 km (700 30 m bins) will be on
the ATLO4 and ATLO9 products (parameter Mol_Backs_folded). For z below ground level, ’(z)
can be set to the lowest (in height) valid value.
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3.3.2.1 Error Analysis of Molecular Contribution
The uncertainty related to the calculation of molecular contribution to the signal (equation 3.15)
can be estimated as:

APmZ_Aﬂm2+AA2+ATm2+AToz+AQe2+A_Tsz 3.20
Pm - ﬁm Al Tm To Qe TS |

Values of the above equation will be included in the next version of this ATBD.

3.3.3 Ozone Transmission Computation
The first step in computing the ozone transmission is to calculate an atmospheric density profile
following the methods presented in section 3.3.1 above. Equation 3.6 computes the molecular
number density (N(z)). Replacing the Boltzmann constant (k) with the ideal gas constant for dry
air (R) in equation 3.6, yields the atmospheric density:

P(z) Kk
p(2) = RT(2) R N(2) (3.21)
The ozone transmission, T%(zc), is calculated using 0zone mass mixing ratios obtained from the
GMAO meteorological data set which contains 0zone mass mixing ratios. This, like other MET
parameters are given at specific pressure levels. They are first linearly interpolated to 30 m bins
as temperature was in section 3.3.1 forming a profile from 60 km to the ground (ro(z)) . The
0zone mass mixing ratio profile is then converted to column density per kilometer (atm-cm/km),

€o(z), using the following equation

o ()p(2) c22)

e (2) = ——FF——
o(2) 2.14148 x10°°

where z is the altitude in km, and p(z) is the atmospheric density at z and calculated from
equation 3.21.

The next step is to calculate the ozone transmission term. T%,()) is calculated using the following
equation:

T%(4,2) = exp[— 2C, (/I)J: &o(2") dz’} (3.23)

where co()) is the Chappius ozone absorption coefficient in cm™. The ozone absorption
coefficient is obtained at the correct wavelength from a table compiled in Igbal [1984] using data
from Vigroux [1953]. co(A) is 0.065 cm-1 at 532 nm. H is nominally 60 km.
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The ozone transmission to the top of the calibration zone (z¢) is then corrected for the off-nadir
angle of the laser beam (@ - different for each of the 3 strong beams):

T2 (A4,2,) =TS (A, 2,)*” (3.24)

Where A is 532 nm. The calculated ozone transmission (down to the top of the calibration zone —
nominally 13.5 km) will be on the ATLO04 product (parameter Cal_Ozone_Trans). A nominal
value for the ozone transmission at the 13 km altitude is about 0.97.

3.3.4 Background Computation

As discussed in the introduction, the background computation would normally be done using the
data below the ground. However, both molecular and cloud scattering may exist within this
region from pulse aliasing (due to the 10 KHz laser rep rate). Hence, an alternative approach for
background computation must be devised. There really is no way to do it accurately, unless one
could remove all atmospheric scattering from the profile (which is essentially impossible). Here
we present two separate methods for background computation using the atmospheric profiles. At
present we feel both should be implemented and the results stored on the product. The
background to be used in the computation of NRB (Equation 3.2) will be selected by the
ancillary input parameter “Backg_Select” (see Table 3.5) which will also be stored on both the
ATLO4 and ATLO9 products. The basis for this approach is as follows: Since there is no place in
the atmospheric profile where we are guaranteed of no contribution from atmospheric particulate
scattering, the best that can be done is to locate and remove any cloud layers in the data and look
for a minimum in the cloud-cleared profile. The minimum may be associated with a particulate-
free area of the profile but at a minimum, will still contain molecular scattering. However, we
can model and remove molecular scattering leaving only background. The steps can be
summarized as:

1) Locate and remove any cloud scattering within the S'(z) profile

2) Search the profile for an extended (vertically) minimum of the signal. This is the part of
the profile that is most likely to contain only molecular scattering. In totally clear
conditions, this will normally be the top portion of the profile.

3) Compute the molecular scattering photon count contribution to the signal.

4) Compute the mean of the profile in the region of minimum signal. Subtract from this the
molecular photon contribution. The result is the background.

Of course this assumes the mean was constructed from a totally ‘clean’ area of the profile,
devoid of cloud or aerosol scattering. We can never be totally sure of this and it will many times
introduce error into the background computation. In addition, attenuation from layers above 14
km cannot be computed. If such attenuation is present, then the result of step 4) could be
negative as it will contain less molecular scattering than was removed to form the S'(z) profile in
equation 3.18. In such cases we would set the background to 0.0.
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The procedure to accomplish this is as follows:

For each 400 shot sum (S (z) corrected photon count data) and for each of the 3 strong beams,
from the top of the profile (bin 0) to the bottom (bin 466) do the following:

1)
2)

3)
4)
5)

6)
7)

8)
9)

Find the bin (Binmax1) with the maximum value (Sm1) in the S '(z) profile

Set to -1 the maximum bin and two bins before and ten bins after the maximum bin (13
bins total).

Repeat steps 1) and 2) to obtain maximum bin (Binmaxz) and value (Smz).

Compute the standard deviation of the non-negative bins of the profile. Call this Sstq1
Divide the profile into ‘Backg_Nseg’ (nominal value of 5) number of segments and
compute the mean of each segment, using only non-negative values in the sum. If more
than 50% of the bins in that segment are negative, throw that segment away.

Find the minimum mean of the computed means. Call this Segmin.

Compute the molecular scattering contribution (photons) within Segmin Using equation
3.15. Call this Mp. Note that equation 3.15 is used to compute the molecular contribution
of each bin within Segmin and then summed over all bins to obtain Mp

Compute background as pp1 = (Segmin - Mp) * Back_F1

If pp1 is negative, set po1 to Segmin. If it is still negative, set pp: to 0.0.

Back_F1 is a scaling factor with nominal value of 1.0 (see Table 3.5). It will be used to
adjust the computed background if it is seen to be continuously too high or low. Steps 1-3
above are designed to remove clouds and or the ground return. The values Binmaxt, BiNmax,
Smi1, Sm2, Sstda1 and pu1 should be on the ATLO04 output product as defined in Table 3.1. These
correspond to the ATLO4 output parameters Backg_Max_Bin1, Backg_Max_Bin2,
Backg_Signal_Max1, Backg_Signal_Max2, Backg_Std_Devl and Backg_Method1,
respectively.

The following is a second method. It only differs in the way clouds are removed from the profile.
Note that this method also uses the modified raw profile (S (z)) as defined by equation 3.18.

1)
2)
3)
4)
5)

6)

Compute the mean and standard deviation of the S'(z) profile. Call this Spar and Sstaz,
respectively.

Set all bins that are greater than Spar + Ssta2 * Back_F2 to -1. Where Back_F2 is an
adjustable, read-in constant (see Table 3.5).

Set all bins below 3 km to -1 in the profile. To eliminate overlap region with highest
probability of cloud contributions

Compute (using equation 3.15) and subtract from the profile the molecular photon
contribution for each bin.

Compute the average of the bins in the profile that are greater than -1.0. This is the
background (pb2).

If pu2 is negative, set to 0.0.
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The values of Ssta2, Svar and pv2 should be stored on the ATL04 product. These values correspond
to the product variables (in Table 3.1) Backg_Std_Dev2, Backg_Mean2 and Backg_Method2.

A third alternative for background (ATLO4 parameter Backg_Method3) is the use of the onboard
50 shot background rate parameter originating from ATLO3. This parameter (bckgrd_rate — see
the ATLO3 ATBD for details) has units of photons per second and must be converted to units of
per atmospheric bin which is 30 m or 1/5 of a microsecond (0.20x10%s). Since there are 8 of
these 50 shot values per the 400 shots that comprise each atmospheric profile, we average the 8
values and multiply by 400 to obtain a value consistent with the 400 shots summed to produce
the atmospheric profile.

Backg_Method3 = bckgrd_rate * 0.20x10° * 400.0

Where bckgrd_rate is actually the average of the 8 ATLO03 bckgrd_rate values. Also stored on
ATLO4 should be the ATLO03 parameters Bckgrd_counts_reduced, Bekgrd_int_height,
Bckgrd_rate, and Bckgrd_int_height_reduced.

The parameter Backg_Select will be read in from an ancillary file and will control which
background is used in equation 3.2 to compute the NRB. Backg_Select =1 will use background
method 1. Backg_Select=2 will use background method 2 and Backg_Select=3 will use
background method 3. Backg_Select will be on both the ATL04 and ATLQ9 products.

One thing to mention and think about with regard to background computation is that for
nighttime data, it may be better to simply set the background to the value of the detector dark
count rate. This could be implemented based on the value of the solar zenith angle. For zenith
angles greater than about 95 degrees, it can be assumed nighttime. However, until we get real
data it is unknown whether we want to implement this approach.

It may very well turn out that we will not be able to reliably calculate the background during
daytime due to the fact that no portion of the profile is devoid of atmospheric scattering.
However, at present, results from applying this algorithm to simulated ATLAS data suggest that
method 1 works fairly well (see below). At night, the background computation could introduce
error from cloud or aerosol scattering. In practice, for nighttime data, it may be better not to
calculate the background by the above methods, but instead use the lab-measured value of the
detector dark counts for the nighttime background value. However, we will not know this until
we can analyze actual ATLAS data.

The background algorithm (method 1) has been coded and tested using simulated ATLAS data
(produced from GLAS data). Folding of clouds and molecular scattering has been included in
these simulations. The results of the background computation are shown in Figure 3.2. The
algorithm output is plotted versus the actual background used in the model to produce the
simulated data. It is apparent that the algorithm cannot reproduce exactly the model background,
but it does a reasonable job. This can be seen in Figure 3.3. The top panel represents the ATLAS
simulated data with the actual (model) background subtracted. The bottom panel is again the
ATLAS simulated data, but the background subtracted was computed using the method 1
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algorithm. Comparison of the two images suggests the background algorithm introduces some
additional noise into the data, but that its magnitude is not large.
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Figure 3.2 The actual (model) background versus the calculated background using the method 1
algorithm.

Figure 3.3. Top panel: The simulated ATLAS data with the actual (modeled) background
subtracted. Bottom panel: Same data but with background subtracted computed using algorithm
method 1.
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Table 3.3. Background related parameters on the ATL04 product

Symbol used in background discussion

Suggested ATLO4 Product Variable Name

Backg_Max_Binl

Binmaxt
Binmaxz Backg_Max_Bin2
Sm1 Backg_Signal_Max1
Sm2 Backg_Signal_Max2
Sstd1 Backg_Std Devl
Pb1 Backg_Method1
Sstd2 Backg_Std_Dev2
Shar Backg_Mean?2
Pb2 Backg_Method?2

Table 3.4. Ancillary constants used in this section. Note that some of the ATLAS instrument

parameter values may change slightly by launch.

Constant

Value

Speed of light (c)

2.9979 x 108 ms?

Planck constant (h)

6.6256 x 1034 Js

Bin size (4z) 30m
Effective collection area of telescope (Ar) 0.502655 m?
Detector quantum efficiency (Qe) 0.15
Transmission of receiver optics (Ts) 0.34
Number of laser shots summed (Na) 400
King Factor 1.0401

Table 3.5 Adjustable parameters used in this section.

Constant/Adjustable Use/Meaning Nominal Value
Parameter

Backg_F1 Scaling factor in Method 1 background 1.0
computation

Backg_F2 Scaling factor in Method 2 background 2.5
computation

o Scaling factor for photons due to molecular 1.0

scattering (Eqn 2.11)
Backg_Nseg The number of segments to use for method 1 5
background computation
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Backg_Select Background method to use in computation of 1
NRB

Dtime_Select Defines which dead time correction factor to 1
use (dtime_facl or dtime_fac?2)

3.3.4.1 Theoretical Background

The solar background measured by ATLAS in clear sky is a function of the surface reflectivity,
solar angle, atmospheric transmission and instrument parameters like the telescope field of view,
filter width and telescope size. We want to compute the expected or theoretical background as it
might provide useful for cloud detection during the day. This new parameter (for version 7.5)
will be called backg_theoret and must be calculated by and stored on ATLO09, since its’s
computation relies on an estimate of the surface reflectivity. Surface reflectivity (aclr_true) is
computed and stored on ATL09 — see section xx. ATL04 does not have access to aclr_true. The
equation below gives the ATLAS theoretical background for a clear atmosphere and assuming a
Lambertian surface reflectance (following Ismail and Browell, 1989).

(1+Sec(Sqa))/2

2
o Bretcos(Sa)SiRsTfovTaFWAtran

B, = ”

(3.25)

Where:

Bt = ATLAS theoretical background in photons/second

Sa = Solar zenith angle (degrees)

Si = Solar irradiance at top of atmosphere at 532 nm (1.84d0 W/(m”"2*nm)

Rs = Reflectivity of the surface (use ATLO9 parameter aclr_true)

Trov = Telescope field of view (radians)

Ta = Telescope area (m?)

Fw = Interference filter width (nm)

Atran = Two-way atmospheric transmission (0.81)

Bret = Overall receiver sensitivity to background light (photons/J) (from ATLO03)

The parameter backg_theoret is then set to B; * 0.2e-6 to get it in terms of photons per 30 m bin.

Note that in equation 3.25 we are using the ATLO9 parameter aclr_true for the surface
reflectivity term (Rs). In the computation of aclr_true, we have already taken into account the
two-way atmospheric transmission at 532 nm. We thus must multiply the result of equation 3.25
by 1.0/0.81.

3.3.5 Surface Signal
The surface signal is intended to be all of the photons reflected from the surface. There are two
ways to obtain the surface signal. The first is by searching the atmospheric profile as described
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below and the second is by using the surface signal photons that are detected via the ATL03
algorithm (see section 2.1 for a discussion of these ATLO03 parameters). Here we outline the
procedure to locate the surface signal from the atmospheric profiles.

The data used for the search should be the raw atmospheric profile (photon c