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Release Notes 
 

For version 7.5, dated June 16, 2018 changed the calibration solar angle limit from zenith to 

elevation (section 3.3.7.2) and in Table 3.6. Changed the wording of the TEP removal in section 

2.3. Modified equation 4.7 (apparent surface reflectance) by replacing the energy received with 

the number of photons received and removed equation 4.8 and associated text  as it is no longer 

necessary. Re-made figure 4.6.1 using new modified equation 4.7. Modified the molecular 

scattering folding equation (eqn. 3.15) to replace the number of photons transmitted with laser 

energy. Added section 3.3.4.1 the computation of the theoretical background (equation 3.25). 

Added a new parameter (backg_theoret) to the ATL09 product defined in section 3.3.4.1. All 

relevant changes in red. 

Prior Version Updates: 

For version 7.4, dated April 10, 2018, all changes in red font. We have modified the apparent 

surface reflectance equation 4.7 by replacing Topt with Sret which is defined as the system 

receiver response and comes from ATL03.  

The deadtime equation 2.1 had an error. Please replace with new equation 2.1. 

The equation to compute molecular folding (equation 3.15) was altered. The product of the 

detector quantum efficiency (Qe) and the receiver optical transmission (Topt) was replaced with 

Sret.. 

Section 2.3 was modified to correct the equations for removal of the Transmit Echo Pulse (TEP) 

from the atmospheric profiles. 

In section 4.4, some clarification wording was added to explain the parameter msw_flag. 

Added section 6.9, multiple scattering warning flag plot. 

For version 7.3, dated November 15, 2017, all changes in red font. We have added a paragraph 

to section 2.1 ï Dead Time Correction ï which introduces a control parameter ñdtime_selectò 

which is used to determine which dead time factor to use in the processing. 

Added some wording to section 2.1 ïDead Time Correction for clarification. 

Changed equation 2.1 to now define just the dead time correction factor and added equation 2.1a 

to define how the dead time correction factor is applied. 

Added ñdtimeòselectò parameter to Table 3.5 

Deleted two sentences from the first paragraph of section 3.3.5 to avoid confusion. 

Added discussion of how to apply dead time correction to section 3.3.5 
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Added a paragraph describing added parameters to the ATL09 product in Section 4.2. These 

include density_pass2 and renaming old ñdensityò to desnity_pass1. Updated Table 4.1 in that 

section to reflect this change. 

Added parameter Surface_Bin to ATL09 output in Table 4.1. This parameter is stored on ATL04 

and should simply be passed to ATL09. 

Fixed Table 4.2 description of ñSurface_Signal_Sourceò to be consistent with text. 

Rewrote section 4.5 ï Blowing Snow. Added Table 4.3 on page 55. 

In Section 4.6.2.1, updated the input GOME data set for surface reflectance from a 1x1 degree to 

the new 0.25x0.25 degree data set. Also changed the value of Rsnow to 0.8 from 0.6. 

For version 7.2, dated July 28, 2017, note all changes in red font. 

Updated section 2.1 ï dead time correction. 

 Added Surface_Signal_Source  (Table 4.2) control parameter to define the source of the surface 

signal in computation of Apparent Surface Reflectivity. Paragraph describing this is in section 

4.6, page 56. 

Modified surface signal computation ï step 4 ï in section 3.3.5, page 37. 

Added ATL09 parameter Surface_Signal_Source to Tables 4.1 and 4.2. This is a constant read in 

from an ancillary file that tells whether to use the surface signal from ATL03 or that from 

ATL04 to compute apparent surface reflectance. 

Changed section 4.4 to specify a maximum of 10 cloud layers (was 6). 

Added definition of layer_attr flag to section 4.4. 

Added clarification to section 4.5 ï Blowing Snow. 

Added new section 5.0 ï Consolidated Cloud Flag. Old sections 5 and 6 become new sections 6 

and 7. Added new parameter layer_flag to ATL09 (Table 4.1). 

Outstanding issues: The TEP correction must be implemented and tested. The quality assurance 

parameters (Section 6) have not yet been added to the products. 

 

For Version 7.1 dated March 28, 2017, changes and additions to the prior version (Version 7.0, 

dated  October 20, 2016) have been entered in red font. The main changes are: 

Added Section 2 ï Corrections to the Raw Atmospheric Profiles. This section addresses dead 

time correction, vertical shifting of profiles and the transmit echo pulse (TEP) correction. Prior 
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version dead time correction was in section 2.3.5.1. This version dead time correction procedure 

has not changed from the prior version and is complete except for identifying the laboratory-

produced detector efficiency table.  Discussion of vertical shifting (section 2.2) and the TEP 

(section 2.3) are new to this version. 

In Table 3.1 ï List of ATL04 product parameters ï added parameter Backg_Method3 which is he 

background computed from the 200 Hz onboard background. This is defined in section 3.3.4 on 

page 32. Also added in Table 3.1 is the ATL04 parameter mol_backs_folded. Though the 

procedure to compute this parameter was in the prior ATBD version, it was not in the ATL04 

product parameter list. 

Added further explanation of the application of the dead time correction factor in Section 3.3.5 

In Table 4.1 ï List of ATL09 Parameters ï added parameter Backg_Select (from ATL04) and 

parameter Bsnow_Prob which is defined in section 4.5.1 

For Version V7.0, dated October 22, 2016, changes and additions to the prior version (Version 

6.0, dated  November 3, 2015) have been entered in red font. The main changes are: 

Replaced section 2 with new section entitled ñCorrection to the Raw Atmospheric Profilesò. The 

previous ATBD version section 2 becomes section 3, section 3 becomes 4, etc. 

Added more complete discussion of dead time correction in section 2.1 including Figure 2.2. 

Section 2.3: Added discussion of the removal of the Transmit Pulse Echo (TPE) from the 

atmospheric profiles 

Secant theta added to equation 3.12 

Added more MET parameters to ATL04 and ATL09 output 

Added two dead time correction parameters (Dtime_Fac1 and Dtime_Fac2) to ATL04 and 

ATL09 

Added ATL03 background and surface signal parameters to ATL04 and ATL09 

Added folded molecular profile to ATL09 product (Equation 3.19a) 

Added some pseudo code to vertical alignment section (section 3.3.6) 

Discussion added to section 3.3.4 on the use of the onboard 50 shot background 

Multiple scattering warning flag (Msw_flag) added to ATL09 product 

Section 4.4 discussion of cloud flags added 

Changed the ATLAS receiver transmission from 0.30 to 0.49 in Table 1.1 

Energy of strong beams now 120 µJ in Table 1.1 

Added discussion of calibration in Section 4.3 

Added Cal_Default ANC parameter to Table 4.2 

Added section 4.4.2 and equation 4.5a for the computation of a new ATL09 parameter called 

Cloud_fold_flag 

Added section 5.0 ï Quality Assessment 

Added section 6.0 ï Product Quality Parameters 
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Added Appendix B ï Geopotential height to geometric height conversion 

 

The main changes for version V6.0, dated November 3, 2015 from the prior version (V5.0 dated 

June, 2015) are: 

Section 2.1, new required input to ATL04 (ATL03) 

Added section 2.3.2.1 

Updated section 2.3.5.1 ï Dead time correction 

Revised section 3.5 and added Table 3.4 

Revised section  3.6.2 ï ASR Cloud detection algorithm implementation 

Updated Tables 2.7 and 3.1 

 

Version  V5.0 was the first to split the ATBD into two parts. Part I addresses L2A (ATL04) and 

all of L3A (GLA09) except for layer detection which is handled exclusively in a separate 

document: ICESat-2 Algorithm Theoretical Basis Document for the Atmosphere, Part II: 

Detection of Atmospheric Layers and Surface Using a Density Dimension Algorithm, V5.0 dated 

4 June 2015. 

The main differences to this document (Part I) compared to the prior version (V4.0 dated 1 

November, 2014) are listed below: 

1) Addition of section 2.3.2 ï Molecular Scattering Folding Correction. This attempts to 

remove the molecular scattering folded from above from the measured signal. 

2) Modified background computation detailed in Method 2. 

3) Added section 2.3.6.3 ï Calibration Algorithm using Surface Reflectance 

4) Corrected errors and added clarification to the ozone transmission calculation. 

5) Fixed Equation 2.7 

6) Changed equation 2.10 to be consistent with CALIPSO ATBD 

7) Updated Table 3.1 

8) Put code for vertically interpolating pressure into Appendix A 
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1 Introduction and Background 
Scheduled for launch in 2017, the ICESat-2 satellite will carry only one instrument ï ATLAS 

(Advanced Topographic Laser Altimeter System) which utilizes a high repetition rate (10 KHz) 

532 nm laser and photon counting detectors for high resolution altimetry measurements. It will 

use a diffractive optical element (DOE) to produce 6 individual laser beams simultaneously 

emitted from the satellite. Three of the beams will have nominal energies of about 30 ɛJ (weak 

beams) and the other 3 will have energies roughly 4 times the weak beams (strong beams). The 

altimetry measurements will utilize all 6 laser beams while the atmospheric measurements will 

only use the 3 strong beams. Each footprint of the strong beams will be separated by about 3 km 

on the ground (across track) as shown in Figure 1.1. 

 

 Figure 1.1 ICESat-2 laser beams and surface tracks. The satellite is yawed by 2 degrees such 

that the weak beams trail the strong beams and vice versa depending on spacecraft orientation 

which is determined by solar beta angle. Separation of strong and weak beam tracks is 90 m on 

the ground. Beam pairs are separated by 3 km.  

The ICESat-2 atmospheric profiles will consist of 30 m bins in a 14 km long column. Nominally 

the top of the column will be 13.75 km (above the local value of the onboard Digital Elevation 

Model (DEM)) and the bottom -0.250 km. For the atmosphere, the 3 strong beams 

(approximately 120 ɛJ at 532 nm) will be downlinked after summing 400 shots, resulting in three 

25 Hz profiles (280m along track resolution). Thus, each summed, 25 Hz profile is equivalent to 

roughly 48 mJ of energy, which is about twice the level of GLAS 532 L2A measurements. 

However, GLAS used geiger mode Single Photon Counting Module (SPCM) detectors which 

have a very low dark count rate and high quantum efficiency (60%). ATLAS will use Photo 

Multipli er Tube (PMT) detectors which are inherently noisier (with a factor of 10 to 100 more 

dark count rate compared to SPCMs) and less efficient.  At present, the best estimate of dark 

count rate for the ATLAS detectors is between 10 and 50 KHz. The exact nighttime performance 

of the atmospheric channel will depend on the magnitude of the dark count rate. This is 
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illustrated in Figure 1.2 which compares the expected nighttime performance of ATLAS for two 

different values of the detector dark count rate. 

 

Figure 1.2. Full resolution (25 Hz, 400 shot sum) simulation of the nighttime performance of the 

ATLAS atmospheric channels (3 strong beams). The top panel (a) is for a detector dark count 

rate of 10 KHz and the bottom panel (b) is 5 times that number. The actual on-orbit detector dark 

count rate will likely lie somewhere in between these extremes. The scattering at the position of 

the arrow in (a) is from a cloud above 15 km (refer to aliasing discussion below). 

Figure 1.2 shows simulated nighttime ATLAS data at full resolution (25 Hz or 400 shot sum). 

The top panel is for a dark count rate of 10 KHz, while in the bottom panel the dark count rate is 

five times that (50 KHz). Laboratory measurements to characterize the ATLAS instrument 

indicate initial dark count rate to be about 10 KHz. However this value will increase over time on 

orbit. As can be seen, the nighttime performance of ATLAS is expected to be very good, with 

both thin cloud and aerosol easily detected even for the higher dark count rate.  

For daytime, the magnitude of the detector dark count does not matter as much since the 

performance will be determined by the solar background which, on average, will be between 1 

and 5 MHz (about 100 times the detector dark count rate). Daytime ATLAS data will be noisier 

than the GLAS L2A data because when summing signals over some fixed time interval the solar 

noise in a lidar system scales with the laser repetition rate (GLAS was 40 Hz; ATLAS is 

10KHz). This degradation in daytime signal to noise (compared to GLAS) is likely to be a factor 

of 100 or more. Thus, during the day thin cloud and aerosol will be detectable only after a large 
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amount of averaging, if at all. Model results like those shown in Figure 1.3 indicate that in order 

to detect thin cloud and aerosol during daytime would require averaging at least 100,000 lidar 

pulses (10 seconds or about 70 km horizontal resolution).  

 

Figure 1.3. Simulation of the ATLAS atmospheric channel (1 beam) based on GLAS 532 nm 

data. Shown is the sum of 400 shots (full ATLAS resolution for the atmosphere) for daytime 

over a surface albedo of 0.10 (a), and daytime over a surface with albedo 0.30 (b).  

Table 1.1 Pertinent ATLAS instrument parameters and their values at present. 

ATLAS Instrument Parameter Current (pre-lab measured) Value 

Laser Repetition Rate 10 Khz 

Laser Energy (strong beams) 120 µJ 

Telescope Effective Area 0.43 m2 

Telescope FOV 83 µr 

Detector Quantum Efficiency 0.15 

Detector Dead Time 3 ns 

Detector Dark Count Rate 10-100 KHz 

Bandpass Filter Width 30 pm 

Nominal Receiver Optics Throughput 0.49 

Nominal Orbit Height 495 km 

Laser/Telsecope FOV Spot Size (on ground) 14 m/41 m 
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While the daytime background presents a big problem for ATLAS, there are other problems that 

are even more formidable. To acquire high resolution altimetry measurements, ATLAS is using a 

high repetition rate laser (10 KHz). Each laser pulse will be separated by only 30 km in the 

vertical. Thus, when a pulse (pulse 1) strikes the ground, the laser pulse right after it (pulse 2) is 

at 30 km altitude. When the ground return from pulse 1 reaches 15 km altitude (on its way back 

to the satellite), laser pulse 2 is at 15 km also (but travelling downward). The atmospheric return 

from pulse 2 (from 15 km altitude) will travel back to the receiver at the same time as the ground 

return from pulse 1. Thus, if there were a cloud at 15 km, its scattering signature would appear at 

the position of the ground return.  Clouds at 16 km altitude will appear at 1 km above the ground, 

etc. This effect will be termed ñpulse aliasingò or ñfoldingò in future references within this 

document. To put it in a more general way, the atmospheric scattering that will be recorded by 

the instrument at height H is the sum of the scattering at height H, H+15, H-15, H+30, H-30, 

H+45, H-45 etc., where the numbers are in km.  Even in the tropics, 99.9% of clouds are below 

18 km. Thus, there will be a range in the downlinked profiles from -0.25 km to about 3 km that 

can potentially contain cloud scattering from 14.75 to 18 km. Above 3 km, this effect should be 

minimal (with exception of the highest of clouds in the tropics and Polar Stratospheric Clouds). 

Pulse aliasing can be seen in the simulated data of Figure 1.1a at the position of the arrow. The 

scattering shown there is actually from the top of the cloud above 15 km.  Above 3 km to the top 

of the profile (nominally 13.75 km), we should have no ambiguity in the scattering signatures, 

since there is usually only molecular scattering above 18 km (of course this does not apply to 

Polar Stratospheric Clouds that typically occur in the altitude range 12-25 km over the polar 

region in winter, or stratospheric aerosol).  

Even though ATLAS can theoretically capture 15 km of data, the instrument will only download 

14 km of data.  Unfortunately the ATLAS instrument will require a hardware reset between shots 

that will effectively create a blind spot in the top 1 km of the profile (nominally 14-15 km). In 

this region no information is returned. Thus, if a cloud exists in this region we will never know it 

except for the case where it is optically thick and has the effect of attenuating the laser beam 

such that no other cloud or surface return is seen below it.  

These ñcharacteristicsò produce severe problems for lidar data processing. First, there is nowhere 

in the profile where one can calculate the solar background. Normally, this is done using the 

signal either very high up (> 100 km as in the case of GLAS) or below the ground. However, we 

have no signal either very high up or below ground, since for instance, the scattering in the 

roughly 500 m of the profile below ground will be equal to the sum of the scattering at 14.5 ï 

15.0  km, 29.5 ï 30.0 km, etc. So even if there were no particulate scattering at 14.5-15 km, the 

signal below ground will still have the molecular return in the 15 to 14.5 km altitude range.  This 

can be modeled and subtracted from the computed background when there are no clouds. If 

clouds are present (in the 15 to 14.5 km altitude range) then there would be no way to recover the 

background from the 0.50 km segment of data below ground. Yet another problem caused by the 

high repetition rate laser pertains to calibration. With a normal (lower repetition rate) 
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atmospheric lidar, calibration is performed using the molecular return from a known, clear region 

of the atmosphere normally in the low to mid stratosphere (25-35 km). For instance for GLAS, 

we used the 28 to 24 km altitude range for calibration. CALIPSO uses the 36-39 km region. 

ATLAS will not have access to this region used by GLAS (or more correctly, it will be folded 

into the scattering between 6 and 9 km altitude). Calibration also requires long stretches (100ôs 

of km) of data devoid of particulate scatterers.  For ICESat-2, the only place that might offer the 

necessary conditions for calibration is over the poles during darkness or very low sun angle 

where there is a high probability that no clouds will exist between 13.5 and 11-12 km. Darkness 

or at least twilight is required because the signal from molecular scattering (i.e. the calibration 

target) is so small, that it would be buried in the solar background noise for daytime data. 

However, in the polar regions in winter, polar stratospheric clouds may exist and will 

contaminate the calibration if not recognized and removed from the calibration procedure. 

The unique characteristics of ICESat-2 atmospheric data discussed above represent 

unprecedented difficulties in producing level 2 and 3atmospheric products. It should be stressed, 

however, that ATLAS is not intended to be an atmospheric lidar. ICESat-2 is not an atmospheric 

mission. Any atmospheric information that can be obtained is a bonus to the project, but its 

quality will undoubtedly be less than ideal for atmospheric science. The main intent of the 

atmospheric channel is the detection of clouds, blowing snow and fog that will adversely affect 

the altimetry measurements. The mission objective (for the atmospheric data) is to produce a 

cloud/no cloud flag and to loosely characterize the likely intensity of multiple scattering of the 

pulse due to clouds, fog and blowing snow. This information is highly valuable to the altimetry 

analysis. This objective can be met without accurate calibration of the data because we have 

designed a layer finding algorithm that does not require calibrated data to find clouds and 

blowing snow. Thus in summary, it will be challenging to produce an atmospheric product but 

the main objective of aiding the altimetry data analysis is attainable. We will, however, have to 

come up with creative ways to get around the above cited problems if we are to have a useful 

atmospheric product. 
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Figure 1.4. Overview of processing steps from the raw atmosphere profiles (ATL02) to the L3 

atmosphere product (ATL09). 
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2 Corrections to the Raw Atmospheric Profiles 
There are a number of corrections that need to be applied to the raw atmospheric profiles before 

they are processed to produce the level 2 products. These include removal of the transmit echo 

pulse (TEP), dead time correction and compensation for shifting between major frames. These 

issues are discussed below. Before we address those issues, we should note that the 3 strong 

beams which make up the atmosphere profiles will be named by convention atmospheric profile 

1, profile 2 and profile 3. These three profiles correspond to ATLAS beam 1, 2 and 5. In the 

initial spacecraft orientation, ATLAS beam 1 is to the left of the nadir ground track, ATLAS 

beam 2 is along the nadir track and beam 5 is to the right. The spacecraft flies in two 

orientations, depending on the solar beta angle. The spacecraft rotates 180 degrees from one 

orientation to the other. Thus, sometimes beam 1 is on the left side of the ground track and 

sometimes on the right. Likewise with beam 5. ATLAS beam 2 is always in the center regardless 

of the spacecraft orientation. There will be a parameter called sc_orient that will tell the user 

which orientation the spacecraft is in. When sc_orient = 1 (spacecraft facing forward), ATLAS 

beam 1 will be to the right of the nadir ground track and will map to atmospheric profile 3. When 

sc_orient = 0, (spacecraft facing backward), ATLAS beam 1 is on the left side of the nadir 

ground track and will map to atmospheric profile 1. For both spacecraft orientations, ATLAS 

beam 2 will map to atmospheric profile 2. 

 

2.1 Dead Time Correction  
Unlike the SPCM detectors of the GLAS 532 nm channel, the ATLAS detectors will have much 

shorter dead times (about a factor of 10 less). In addition, the low laser pulse energy of ATLAS 

(about a factor of 200 less than GLAS) means that detector dead time will not be important for 

atmospheric signals, as even dense clouds will not produce more than 3 or 4 photons per 30 m 

bin per shot. However, this does not apply to surface signals that can produce 10 to 20 photons 

per shot and, for some surfaces, may arrive in just a few nanoseconds. Dead time correction of 

surface signals is thus very important. Figure 2.1 shows a model of the ATLAS detector 

efficiency (labeled lines) as a function of the received return pulse strength (y axis) and width (x 

axis). 
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Figure 2.1 A model of effective radiometric efficiency as a function of actual (incident) return 

strength (photoelectrons per shot) and actual surface return pulse width (in nanoseconds). 

 

As can be seen from the plot, the stronger and shorter the return pulse, the less efficient the 

detector is at capturing all the photons. This loss is due to the dead time effect. The figure also 

shows that in order to correct for this effect, we have to know both the return signal strength and 

the width of the return pulse. The latter is problematic as it is not recorded by the instrument but 

can be obtained by the aggregation of many shots. Tables which relate the dead time correction 

factor to the ground signal strength and width have been produced as part of the calibrations 

done on ATLAS in the laboratory (CAL 34). The table y axis contains the number of photons 

received for a single shot and the x axis is the width of the pulse in nanoseconds. There are 6 

tables in all, one for each value of detector dead time ranging from 2.9 ns to 3.4 ns. There are 6 

of these tables which are for specific detector dead times: 

CAL_34_DT29_2017172.csv 

CAL_34_DT30_2017172.csv 

CAL_34_DT31_2017172.csv 

CAL_34_DT32_2017172.csv 

CAL_34_DT33_2017172.csv 
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CAL_34_DT34_2017172.csv 

 

Where ñDT29ò means dead time 2.9 ns, ñDT30ò means dead time 3.0 ns, etc. Thus, we must 

have a procedure to choose which CAL 34 table to use. 

The dead time for each of the three strong beam atmospheric profiles are computed by the 

average of each of their detectors 1-16 dead times. The dead times for each of these 16 detectors 

are contained in CAL 42 tables which depend on temperature. The correct CAL 42 table will be 

identified in the current granule ANC39 ancillary file. We need to average the 16 deadtimes 

contained in the CAL 42 file to identify which CAL 34 table to use for the dead time correction. 

We will use the CAL 34 table with the deadtime closest to the averaged value. Once the 

appropriate CAL 34 table has been identified, it is then used to obtain the dead time correction 

factor by the procedure shown in Figure 2.2 below. This procedure uses parameters from ATL03 

to define the surface signal strength (sig_count_hi, sig_count_med and sig_count_low). These 

parameters are read in by ATL04 and represent the surface signal photon count summed over 

400 shots reported by confidence level (high, medium and low). Also from ATL03 are the 

parameters sig_h_sdev_hi, sig_h_sdev_med and sig_h_sdev_low which are the standard 

deviation of the height of all signal (surface) photons for the 400 shot interval.  Figure 2.2 below 

shows the logic we propose to use for computing the dead time correction using the ATL03 

parameters and the radiometric table (CAL 34) discussed above. All six of these parameters in 

addition to sig_h_mean_hi, sig_h_mean_med and sig_h_mean_low are to be stored on the 

ATL04 product (see Table 3.1). 

We propose to sum sig_count_hi and sig_count_med and divide by 400 to obtain the signal 

strength value in photons per shot (y axis on Figure 2.1). To compute the signal width, if 

sig_count_hi is greater than 200, we will use sig_h_sdev_hi multiplied by a factor 

(Dead_Time_Sfac, nominally 1.5) to represent the signal width and convert to nanoseconds 

(divide by half the speed of light). If sig_h_sdev_hi is invalid, then set Dtime_fac1 to invalid.  

If sig_count_hi is less than or equal to 200 and sig_count_med is not invalid, we compute the 

sum of sig_count_hi and sig_count_med. If this sum is less than or equal to 200, we set the dead 

time correction factor to 1.0. If this sum is greater than 200, then we compute the signal width by 

summing sig_h_sdev_hi and sig_h_sdev_med, multiplying by Dead_Time_Sfac and dividing by 

the speed of light. If  sig_h_sdev_med is invalid, then only use sig_h_sdev_hi multiplied by 

Dead_Time_Sfac divided by half the speed of light to compute the signal width. If sig_h_dev_hi 

is invalid, then set Dtime_fac1 to invalid. The resulting signal width and signal strength are used 

to index into the laboratory-produced detector efficiency table to obtain the dead time correction 

factor (Dtime_Fac1). Note that the dead time correction factor obtained from CAL 34 will be a 

number >= 1.0. To correct the Surface _signal parameter for dead time, it should be multiplied 

by Dtime_fac1. 
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NOTE: If the above data needed to compute Dtime_Fac1 are not available, then its value should 

be set to invalid. See section 3.3.5 on how to obtain Surface _signal. 

 

 

 

 

Figure 2.2. Flow diagram for computing the dead time correction factor using ATL03 measured 

surface signal photon count and standard deviation. 
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Figure 2.3. Detector dead time correction factor and efficiency as computed from equation 2.1 

as a function of received photons (400 shot sum) within a 30 m bin for different values of 

detector dead time (Ű). 

The dead time correction can also be computed analytically. This method does not include the 

effects of pulse width and is thus not as accurate as the above method. 

Ὀ
Ȣ

Ȣ
Ȣ

         (2.1) 

mcc PDP =           (2.1a) 

Where Dc is the dead time correction factor (Dtime_fac2), Pm is the measured photon count 

(surface signal, per bin per 400 shots), Ű is the detector dead time (~3.0x10-9 s), and Pc is the 

dead time corrected signal. The exact value of Ű to use can be calculated from the appropriate 

CAL42 table by averaging the dead time for all 16 strong spot detectors. The atmosphere bins 

are 30 m which is equivalent to 0.20 microseconds, so the dead time must be scaled to this time 

interval. To do so we divide the detector dead time by the bin length (in time ï 0.20x10-6 s) 

multiplied by the number of shots summed (400). The latter accounts for the fact that the 

ATLAS atmosphere data are sums of 400 shots. Figure 2.3 shows the result of equation 2.1. 

Referring to Figure 2.1, the effect of roughness is to broaden the return pulse, which decreases 

the effect of dead time. It is as if increasing surface roughness decreases the dead time of the 

detector (see the 4 curves in Figure 2.3). This value (Dc from equation 2.1) should be written to 
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ATL04 as parameter Dtime_Fac2 in addition to Dtime_Fac1. Pm in equation 2.1 is in fact the 

surface signal (parameter Surface_Sig) as determined in section 3.3.5. Thus to calculate 

dtime_fac2, one must first have the magnitude of the surface signal in photons per bin. See 

section 3.3.5 for the method to compute the surface signal (parameter Surface_Sig). 

Note that if no surface signal was found, then Dtime_Fac1 and Dtime_Fac2 should be set to 

invalid. 

Equation 2.1 defines dtime_fac2. It is a number between 1.0 and 2.0. Usually about 1.1 ï 1.5.The 

surface signal only (Surface_Sig) is multiplied by that factor to dead time correct the surface 

signal. No need to apply this to atmospheric bins. Equation 2.1 is an approximation to the 

method used to compute dtime_fac1. We want to define a control parameter that specifies which 

dead time factor to use. Call this "dtime_select". If 1, then use dtime_fac1, if 2 then use 

dtime_fac2. Default value of 1.The code should use what "dtime_select" specifies, but if it is 

asking for dtime_fac1 and for some reason, it cannot be calculated, it should be smart enough to 

default to dtime_fac2. Dtime_fac2 can always be calculated as long as there is a surface signal. 

Dtime_select should be on both ATL04 and ATL09. 

2.2 Correction for Raw Profile Shifting  

The raw atmosphere profiles are constructed from two sets of 200 shot summed profiles onboard 

the satellite. The top bin of all 200 shots of each sum will begin at the same height above the 

WGS84 ellipsoid. It is possible that the height of the top bin of the next 200 shot sum is different 

than that of the previous 200 shot sum. In this case, when the flight software sums the two 200 

shot sums together to produce the 400 shot sum that is downlinked, the shifting can result in 

some bins of the 400 shot profile containing only the sum of 200 shots. The flight software 

removes the bins at the top of the profile with only a 200 shot sum and the bins with only a 200 

shot sum at the bottom of the profile will be retained. To determine how many bins at the end of 

the profile do not overlap (and, hence, contain the original 200 shot values), the flight software 

computes the parameter atm_shift_amount that is stored on the ATL02 product. For those bins 

(with only a 200 shot sum) the ATL04 processing is to double the photon counts in the lower 

bins therein to make them consistent with the rest of the 400 shot sum profile. The bins to be 

doubled are simply the last ñatm_shift_amountò bins of each 25 Hz profile. This correction is 

required for each of the 3 profiles. Note: There is a slight difference in the start of the range 

window, to the order of about 40 ns. This currently is not corrected for in the L2A processing. 

 

2.3 Transmit  Echo Pulse 

The ATLAS beams 1 and 2 will have within them the transmit echo pulse (TEP). The position of 

the TEP can be calculated and should reside within 1 or 2 atmospheric bins (30 m wide) for each 

400 shot (summed) profile. We will need to calculate the location of this bin and set its value to 

the average of the bin above and below. The algorithm to compute the location of the TEP within 

the atmospheric profile is given below. This correction must be made to ATLAS beams 1 and 2 

(atmospheric profiles 1 and 2). ATLAS beam 5 (atmospheric profile 3) will not contain the TEP. 

This correction should be the first thing done before any other ATL04 processing. 
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To compute the TEP location within the atmospheric profile, we need the range from spacecraft 

to the top of the atmospheric profile in nanoseconds. Call this value R. Then the time of flight 

(TOF) of the TEP center position (in nanoseconds) is: 

 

 
Figure 2.4 The Transmit Echo Pulse (TEP) shape and magnitude as a function of time from laser 

fire. The smaller second pulse (past 40 ns) is the TEP echo. 

 

T = INT(R/prf_inv+1)*prf_inv+TEPstart+0.5*TEPwidth     (2.2) 

 

Where TEPstart is a parameter that varies by picoseconds but can be considered constant for our 

purposes. TEPstart is a parameter on ATL03 (/ancillary_data/tep/tep_range_prim) and should be 

put on ANC39 and used in equation 2.2. The nominal value of TEPstart is 15 ns. TEPwidth will 

also be a constant and will equal the time between the beginning of the TEP and the end of the 

TEP echo as seen in Figure 2.4. Thus, the nominal value for TEPwidth is 40 ns. Prf_inv is the 

time in seconds between laser pulses (= 1.0e-4s). The bin of the atmospheric profile that contains 

the TEP is then: 

 

TEP_bin = (T-R)/ATMbinwidth        (2.2a) 

 

Where ATMbinwidth is the atmospheric bin width in seconds (= 200 e-9s). This bin and the bins 

immediately above and below it (as a margin of safety) must be replaced by the adjacent 

atmospheric bins as: 

 

ATM_bins (TEP_bin-1) = ATM_bins(TEP_bin-2) 

 

ATM_bins (TEP_bin+1) = ATM_bins(TEP_bin+2) 

 

ATM_bins (TEP_bin) = (ATM_bins(TEP_bin-1) +ATM_bins(TEP_bin+1))/2 

 

 

Where ATM bins represents the atmospheric profile. 
 
































































































































