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Release Notes

For version 7.5dated June 16 2018changed the calibration solar angle limit from zenith to
elevation(section 3.3.7.2) and in Table 3®hanged the wording of the TEP removal in section
2.3.Modified equation 4.7 (apparent surface reflectance) by replacing the energy received with
the number of photons received and removed equation 4.8 and associated text as itis no longer
necessaryRe-made figure 4.6.1 using new modified equation M@dified the molecular

scattering folding equation (egn. 3.15) to replace the number of photons transmitted with laser
energy.Added section 3.3.4.1 the computatmmfrthe theoretical backgrourfdquation 3.25).

Addeda new parametebéckg_theorgtto the ATLO9 productlefined in section 3.3.4.All

relevant changes in red.

Prior Version Updates:

For version 7.4dated April 10, 2018 all changes in red font. We have modified the apparent
surface reflectance equation 4.7 by replaciggwith Set which is defined as the system
receiver response and comes from ATLO3.

The deadtime equation 2.1 had an error. Please replace with new equation 2.1.

The equation to compute molecular foldieguation 3.15) was altered. The product of the
detector quantu efficiency (Q) and the receiver optical transmissiogp{Twas replaced with
Seet..

Section 2.3 was modified to correct the equations for removal of the Transmit Echo Pulse (TEP)
from the atmospheric profiles.

In section 4.4, some clarification wordimgs added to explain the parameter msw_flag.
Added section 6.9, multiple scattering warning flag plot.

Forversion 7.3 dated November 15, 201 7all changes in red font. We have added a paragraph
to section 2.1 Dead Time Correction which introducesa ont r o | parameter fAdt
which is used to determine which dead time factor to use in the processing.

Added some wording to section 2.Dead Time Correction for clarification.

Changed equation 2.1 to now define just the dead time correctiondacdti@dded equation 2.1a
to define how the dead time correction factor is applied.

Added fAdti meosel ectd parameter to Table 3.5
Deleted two sentences from the first paragraph of section 3.3.5 to avoid confusion.
Added discussion of how to apply dead ticoerection to section 3.3.5
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Added a paragraph describing added parameters to the ATLO9 product in Secfidrede?.
include density pass2 and r eUpdated Take 44 Inthati d e n s i
sectionto reflect this change

Added parameteSurface_Bin to ATLO9 output in Table 4.1. This parameter is stored on ATL04
and should simply be passed to ATL09.

Fixed Table 4.2 description of ASurface_Signa
Rewrote section 4.6 Blowing Snow Added Table 4.3 on ge 55.

In Section 4.6.2.1, updated the input GOME data set for surface reflectance from a 1x1 degree to
the new 0.25x0.25 degree data set. Also changed the valygofd?0.8 from 0.6.

For version 7.2dated July 28, 2017 note all changes in red font.
Updated section 2.ildead time correction.

Added Surface_Signal_Source (Table 4.2) control parameter to define the source of the surface
signal in computation of Apparent Surface Reflectivity. Paragraph describing this is in section
4.6, page 56.

Modified surface signal computatiorstep 4i in section 3.3.5, page 37.

Added ATL09 parameteBurface _Signal_Sourd¢e Tables 4.1 and 4.2. This is a constant read in
from an ancillary file that tells whether to use the surface signal from ATLO3 or that from
ATLO4 to compute apparent surface reflectance.

Changed section 4.4 to specify a maximum of 10 cloud layers (was 6).
Added definition oflayer_attrflag to section 4.4.
Added clarification to section 4i5Blowing Snow.

Added new section 510 Consolidated Glud Flag. Old sections 5 and 6 become new sections 6
and 7. Added new parametayer_flagto ATLO9 (Table 4.1).

Outstanding issuesThe TEP correction must be implemented and tested. The quality assurance
parameters (Section 6) have not yet been addiugk tproducts.

For Version 7.™dated March 28, 2017 changes and additions to the prior version (Version 7.0,
dated October 20, 2016) have been entered in red font. The main changes are:

Added Section 2 Corrections to the Raw Atmospheric Profiles. T¢estion addresses dead
time correction, vertical shifting of profiles and the transmit echo pulse (TEP) correction. Prior
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version dead time correction was in section 2.3.5.1. This version dead time correction procedure
has not changed from the prior vers@nd is complete except for identifying the laboratory
produced detector efficiency table. Discussion of vertical shifting (section 2.2) and the TEP
(section 2.3) are new to this version.

In Table 3.1' List of ATLO4 product parameteisadded paramet&ackg Method3vhich is he
background computed from the 200 Hz onboard background. This is defined in section 3.3.4 on
page 32. Also added in Table 3.1 is the ATLO4 paranmetgérbacks_foldedlhough the

procedure to compute this parameter was in the piA@&D version, it was not in the ATL0O4

product parameter list.

Added further explanation of the application of the dead time correction factor in Section 3.3.5

In Table 4.1' List of ATLO9 Parameters added paramet@&ackg_Seleafrom ATL04) and
parameteBsnow_Prolwhich is defined in section 4.5.1

For Version V7.0datedOctober 22, 2016,changes and additions to the prior version (Version
6.0, dated November 3, 2015) have been enteresdiifont The main changes are:

Replaced section 2 with new section entitled
previousATBD version section 2 becomes section 3, section 3 becomes 4, etc.

Added more complete discussion of dead time correction in section 2.1 including Eigu
Section 2.3Added discussion of the removal of the Transmit Pulse Echo (TPE) from the
atmospheric profiles

Secant theta added to equatioh23

Added more MET parameters to ATLO4 and ATLO9 output

Addedtwo dead time correction parametg¢bDtime_Fat and Dtime_Fac2p ATL04 and
ATLO9

Added ATLO3 background and surface signal parameters to ATLO4 and ATLO09

Added folded molecular pribdé to ATLO9 product (Equation.39a)

Added some pseudo code to veatialignment section (section330)

Discussioradded to section.3.4 on the use of the onboard 50 shot background

Multiple scattering warning flag (Msw_flag) added to ATLO9 product

Section 4 discussion of cloud flags added

Changed the ATLAS receiver transmission from 0.30 to 0.49 in Table 1.1

Energyof strong beams now 120 uJ in Table 1.1

Added discusion of calibration in Section.d

Added Cal Default ANC parameter to Table24

Added section 4.4.2 and equatiobafor the computation of a new ATL09 parameter called
Cloud_fold_flag

Added section ®1 Quality Assessment

Added section ®1 Product Quality Parameters



Added Appendix B Geopotential height to geometric height conversion

The main changes for version V6.0, datam/ember 3, 2015rom the prior version (V5.0 dated
June, 2015) are:

Section 2.1, new required input to ATLO4 (ATL03)

Added section 2.3.2.1

Updated section 2.3.511Dead time correction

Revised section 3.5 and addeable 3.4

Revised section 3.612ASR Cloud detection algorithm implementation
Updated Bbles 2.7 and 3.1

Version V5.0 wasthe first to split the ATBD intowo parts. Part &ddresses L2A (ATLO4) and
all of L3A (GLAQ9) except for layer detection which is handled exclusivelyseparate
documentiCESat2 Algorithm Theoretical Basis Document for the Atmosgh®art II:
Detection of Atmospheric Layers and Surface Usirigensity Dimension Algorithm, 0 dated
4 June 2015

The main differences to this document (Part I) compared to the prior vergidhdated 1
November, 2014) are listed below:

1) Addition of ®ction 2.3.2 Molecular Scattering Folding Correction. This attempts to
remove the molecular scattering folded from above from the measured signal.

2) Modified background computation detailed in Method 2.

3) Added section 2.3.6.3 Calibration Algorithm using &face Reflectance

4) Corrected errors and added clarification to the ozone transmission calculation.

5) Fixed Equation 2.7

6) Changed equation 2.10 to be consistent with CALIPSO ATBD

7) Updated Table 3.1

8) Put code for vertically interpolating pressure into Appendix A



1 Introduction and Background
Scheduled for launch in 201 het ICESat2 satellite will carry only one instrumehtATLAS

(Advanced Topographic Laser Altimeter Sysjemhich utilizes a high repetition rate (10 KHz)

532 nm laser and photon counting detectors for high resolution altimetry measurements. It will
use a diffractive optical element (DOE) to produce 6 individual laser beams simultaneously
emitted from the sateté. Three of the beams whiave nominal energies of abo@ 8] (weak

beams) and the other 3 will have energies roughly 4 timesdhk beams (strong beams). The
altimetry measurements will utilize all 6 laser beams while the atmospheric measurertients wi
only use the 3 strong beams. Each footprint of the strong beams will be separated by about 3 km
on the groundacross trackas shown in Figure 1.1.

. : . flight direction
flight direction 0

Figure 1.1ICESat2 laser beams and sack tracks. The satelliteyawedby 2 degreesuch

that theweak beams trail the strobgamsand vice versa depending on spacecraft orientation
which is determined by solar beta angeparation of strong and weak beam tracks is 90 m on
the ground. Bea pairs are separated by 3 km.

ThelCESat2 atmospheric profiles wiltonsist of 30 m bing a 14 km long column. Nominally
the top of the column will be 185 km(above the local value of the onboard Digital Elevation
Model (DEM))and the bottorr0.250km. For the atmosphere, the 3 strong beams
(approximatelyl20¢ &t 532 nmywill be downlinked aftesumming 400 shots, resultingthree

25 Hz profiles(280m along track resolutiorifhus, each summed5 2z profile is equivalent to
roughly 48mJ of energy, which is about twice the level of GLAS 532 L2A measurements.
However, GLAS used geiger mode Single Photon Counting Module (SPCM) detectors which
have a very low dark count rate and high quantum efficiency (60%). ATLAS will use Photo
Multiplier Tube (PMT) detectors which are inherently noisier (with a factor of 10 to 100 more
dark count rate compared to SPCMs) and less efficient. At present, the best estimate of dark
count rate for the ATLAS detectors is between 10 and 50 KHz. The exadtmeperformance

of the atmospheric channel will depend on the magnitude of the dark countiatis. T



illustrated in Figure 1.&vhich compares the expected nighttime performance of ATLAS for two
different values of the detector dark count rate.

it T
i, |

Figure 1.2. Full resolution (25 Hz, 400 shot sum) simulation of the nighttime performance of the
ATLAS atmospheric channels (3 strong beams). The top ga)islfor a detector dark oot

rate of D KHz andthe bottom pangb) is 5 timesthat number. The actual @rbit detector dark
count rate willlikely lie somewhere in between these extreriibg. scattering at the position of

the arrow in (a) is from a cloud above 15 km (refealtasingdiscussion below).

Figurel.2 shows simulatedighttime ATLAS data at full resolution (25 Hz or 400 shot sum).

The top paal is for a dark count rate @D KHz, while in the bottom panel the darkurt rate is

five timesthat 60 KHz). Laboratory measurements to chaeaize the ATLAS instrument

indicate initial dark count rate to be about 10 KHz. However this value will increase over time on
orbit. As can be seeithe nighttime performance of ATLAS is expected to be very good, with

both thin cloud and aerosol easily detected even for the higher dark count rate.

For daytime, the magnitude of the detector dark count does not matter as much since the
performance wilbe determined by the solar background which, on average, will be between 1
and 5 MHz (about 100 times the detector dark count rate). Daytime ATLAS data will be noisier
than the GLAS L2A data becausthen summing signals over some fixed time intetivakolar

noise in a lidar system scales with the laser repetition rate (GLAS was 40 Hz; ATLAS is
10KHz). This degradation in daytime signal to noise (compared to GLAS) is likely to be a factor
of 100 or more. Thus, during the day thin cloud and aerosol evdldtectable only after a large
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amount of averaging, if at all. Model results like those shown in Fig8riedicate that in order
to detect thin cloud and aerosol during daytime would require averaging at least 100,000 lidar
pulses (10 seconds or aboGtkin horizontal resolution).

Figure 1.3. Simulation of the ATLAS atmospheric channel (1 beam)daseGLAS 532 nm
data. Shown ighe sum of 400 shotéu{l ATLAS resolution br the atmosphere) for daytime
over a surface albedo of 0.(#), and daytimeover a surface with albedo 0.89).

Table 1.1Pertinent ATLAS instrument parameters and their values at present.

ATLAS Instrument Parameter Current (prelab measured) ¥lue
Laser Repetition Rate 10 Khz
Laser Energys{rong beams) 120
Telescope Effdive Area 0.43m?
Telescope FOV 83 ur
Detector Quantum Efficiency 0.15
Detector Dead Time 3ns
Detector Dark Count Rate 10-100 KHz
Bandpass Filter Width 30 pm
Nominal Receiver Optics Throughput 0.49
Nominal Orbit Height 495 km
Laser/Telsecope FGBpot Size (on ground) 14 m/4A1lm
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While the daytime background presents a big problem for ATLAS, there are other problems that
are even more formidable. To acquire high resolution altimetry measurements, ATLAS is using a
high regetitionratelaser (10 KHz). Eaclaserpulse will be separated by only 30 kmthe

vertical Thus, when a pulse (pulse 1) strikes the ground, the laser pulse right after it (pulse 2) is
at 30 km altitude. When the ground return from pulse 1 reaches 15 km altituite W@y back

to the satellite), laser pulse 2 is at 15 km also (but travelling downward). The atmospheric return
from pulse 2 (from 15 km altitude) will travel back to the receiver at the same time as the ground
return from pulse 1. Thus, if there werelaud at 15 km, its scattering signature would appear at
the position of the ground return. Clouds at 16 km altitude will appear at 1 km above the ground,
etcThi s effect puseallli alsaf nifexdinfmegkref@rence within this
documentTo put it in @ more general way, the atmospheric scattering that will be recorded by
the instrument at height H is the sum of the scattering at height 5,H415, H+30, H30,

H+45, H45 etc, where the numbers are in km. Evenha tropics, 99.9% of clouds are below

18 km. Thus, there will be a rangetire downlinked profiles frorr0.25km to about 3 km that

can potentially containloud scattering from 145to 18 km.Above 3 km, this effect should be
minimal (with exception othe highest of clouds in the tropiaad Polar Stratospheric Cloyds

Pulse aliasingan be seemithe simulated data of Figutela at the position of the arrowhe
scattering shown there is actually from the top of the cédaave 15 km Above 3 kmto the top

of the profile (hominally 13.75 kmjve should have no ambiguity in the scattering signatures,
since there isisuallyonly molecular scattering above 18 km (of course this does not apply to
Polar Stratospheric Clouds that typigadiccur in thealtitude range 1-25 km over the polar

region in winteyor stratospheric aerogol

Even though ATLAS can theoretlbacapture 15 km oflatg the instrument will only download

14 km of data. Wdfortunatelythe ATLAS instrument will require a hardware reset between shots
that will effectively create a blind spwt the top 1km of the profile (hominally 14.5km). In

this region no information is returned. Thus, if a cloud exists in this region we will kreverit
except for the case where it is optically thick and has the effect of attenuating the laser beam
such that n@ther cloud osurface returis seerbelow it

These A c h aprodueseeereipmhilems fdidar data processing. First, thesenowhere
in the profile where one can calculate the solar background. Normally, this is done using the
signaleither very high up (> 100 km as in the case of GLAS)atow he ground. However, we
have nasignaleither very high up or below grounsincefor instancethe scattering in the
roughly500 mof the profile below ground will be equal tile sum of the scattering 451

150 km, 2957 300 km, etc. So even if there were no partite scatteringt 145-15 km, the
signal below ground wiltill have the molecular return in the 15 taSlKm altitude range. This
can be modeled and subtracted from the computed background when there are no clouds. If
clouds are present (in the 15 ta3.Km altitude range) then there would be no wayetove the
background from the BO km s@gment of data below ground. Yetaher problem caused by the
high repetitionrate laser pertains to calibration. With a norfhalver repetition rate)
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atmospheric lidar, calibration is performed using the moleculamrétom a known, clear region
of the atmospheneormally in the low to mid stratosphere {25 km).For instance for GLAS,
we used the 28 to 24 km altitude range for calibrat@®LIPSO uses the 389 km region.
ATLAS will not have access to this regiosed by GLASor more correctly, it will be foled

into the scattering between 6 anllrf altitude).Calibration &o requires long stretches (L@ s
of km) of data devoid of particulate scatterers. For ICES¢#te only place that might offer the
necessgy conditions for calibration isver the poles during darknessvery low sun angle
where there is a high probability thad clouds will exist between Eand11-12 km. Darkness
or at least twilights required because the signal from molecular saadtére. the calibration
targe) is so small, that it would be buried in the solar background faiskytime data
However, in the polar regions in winter, polar stratospheric clouds may exist and will
contaminate the calibration if not recognized and removed from the calibration procedure.

The unique characteristics of ICEQaatmospheric data discussed above reptes
unprecedented difficultiega producingevel 2and &atmospheriproducs. It should be stressed
howeverthat ATLAS is notintended to ban atmospheric lidatfCESat?2 is not an atmospheric
mission.Any atmospheric information that can be obtairseed bonus tthe project, but its

quality will undoubtedly béess than ideal for atmospheric sciendee man intent of the
atmospheric channe the detection of clouds, blowing snow and fog that will achheraffect

the altimetry measuremenihe missionobjective(for the atmospheric dat# to produce a
cloudno cloud flag and to loosely characterize the likely intensity of multiple scattering of the
pulse due to clouds, fog and blowing snow. This information is highly valuable to the altimetry
analysis.This objective can be met without accurate calibration of the data because we have
designed a layer finding algorithm that does not require calibrated data to fidd elodi

blowing snow.Thus in summary, it will be challenging to produce ancspheric product but

the main objective of aiding the altimetry data analysis is attain&tgevill, howeverhave to
come up with peative ways to get around the above cgagblems if we are to have a useful
atmospheric product.
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Figure 1.4 Overview of processing steps from the raw atmosphere preANES02) to the L3

atmosphere product (ATLO9)
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2 Corrections to the Raw Atmospheric Profiles
There are a number of corrections that need to be applied to the raw atmospheric profiles before

they are processed to produce the level 2 products. These include removal of the éxdmsmit
pulse (TEP)dead time correction armbmpensation for shiftingetween major frames. These
issues are discussed beld®efore we address those issues, we should note that the 3 strong
beams which make up the atmosphere profiles will be named by convatmiospherigrofile

1, profile 2 and profile 3These three pfides correspond to ATLAS beam 1, 2 andrbthe

initial spacecraft orientation, ATLAS beamslto the left othe nadir ground track, ATLAS
beam2 is dong the nadir track and beamsato the rightThe spacecratft flies in two
orientations, dependinghdhe solabetaangle. The spacecraft rotates 180 degrees from one
orientation to thether. Thus, sometimes bednis on the left side of the ground track and
sometimes on theght. Likewise with beam SATLAS beam 2Zs always in the center regardless
of the spacecraft orientation. There will be a parameter called sc_orient that will tell the user
which orientation the spacecraft is When sc_orient = 1 (spacgeft facing forward), ATLAS
beaml will be to the right of the nadir ground track and willpnta atmospheric profile 3. When
sc_orient = 0, (spacecraft facing backward), ATLAS beam 1 is on the left side of the nadir
ground track and will map to atmospheric profild-&r both spacecraft orientations, ATLAS
beam 2 will map to atmospheric profile 2

2.1 Dead Time Correction

Unlike the SPCM detectors of the GLAS 532 nm channel, the ATLAS detectors will have much
shorer dead times (about a factorldf less). In addition, the low laser pulse energy of ATLAS
(about a factor of 200 less than GLAS) means that detector dead time will not be important for
atmospheric signals, as even dense clouds will not produce more than 3 or 4 photons per 30 m
bin pershot. However, this does not apply to surface signals that can produce 10 to 20 photons
per shot and, for some surfaces, may arrive in just a few nanoseconds. Dead time correction of
surface signals #hus very important. Figure 2shows a model of theA.AS detector

efficiency (labeled lines) as a function of the received return pulse strength (y axis) and width (x
axis).
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Mumber of Photelectrans

Incident Pulze FWHM (ns)

Figure 2.1 A model of effective radiometric efficiency as a function of actual (incident) return
strength (photoelectrons per shad actual surface return pulse width (in nanoseconds).

As can be seen from the plot, the stronger and shorter the return pulse, the less efficient the
detector is at capturing all the photons. This loss is due to the dead time effect. The figure also
shows that in order to correct for this effect, we have to know both the return signal strength and
the width of the return pulse. The latter is problematic as it is not recorded by the instrument but
can be obtained by the aggregation of many sfiatsleswhichrelatethe dead time correction

factor to theground ggnal strength and width haweenproduced a part of the calibrations

done on ATLAS in the ladratory(CAL 34). Thetable y axis contains the number of photons
received for a single shot and the x axis is the width of the pulse in nanosédmrdsare 6

tables in all, one for each value of detector dead time ranging from 2.9 ns to Bwnesare 6

of these tablewhich are for specific detector dead times:

CAL_34_DT29 2017172.csv
CAL_34_DT30_2017172.csv
CAL_34 DT31_2017172.csv
CAL_34 DT32_2017172.csv
CAL_34 DT33_2017172.csv
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CAL_34_DT34_2017172.csv

Where ADT290 means dead ti me 2etc9Thus,sve mustDT 3 0 0O
have a procedure to choose which CAL 34 table to use.

The dead time for each of the three strong beam atmospheric profiles are computed by the
average of each of their detectord@ dead times. The dead times for each of these laakstec
are contained in CAL 42 tables which depend on temperdthescorrect CAL 42 table will be
identified in the current granule ANC39 ancillary fi&e need to average the 16 deadtimes
contained in the CAL 42 file to identify which CAL 34 table to émethe dead time correction.

We will use the CAL 34 table with the deadtime closest to the averaged Qalceethe

appropriate CAL 34 table has been identified, it is then used to obtain the dead time correction
factor by the procedure shown in Figut2 Below. This procedure usparameters from ATLO3

to define the surfacsignal strengthsijg_count_hisig_count_medndsig_count_low. These
parameters are read in by ATLO4 and represent the surface signal photon count summed over
400 shots reported by confidence level (high, medium and low). Also from ATLO3 are the
parametersig_h_sdev_hi, sig_h_sdev_nsdisig_h_sdev_lowhich are he standard

deviation of the height of all signal (surface) photons for the 400 shot interval. Figinel@\2
shows the logic we propose to use for computing the dead time correction using the ATLO3
parameterand the radiometric table (CAL 34) discussdoveAll six of these parameters in
addition tosig_h_mean_hi, sig_h_mean_naedisig_h_mean_loware to be stored on the

ATLO4 product (see Table 3.1).

We propose to sursig_count_handsig_count_mednd divide by 400 to obtain the signal
strength vale in photons per shot (y axis on Figure 2.1). To compute the signal width, if
sig_count_his greater tha200, we will usesig_h_sdev_hmnultiplied by a factor
(Dead_Time_Sfac, nominally 1.5) to represent the signal width and ¢davemoseconds
(divide byhalf the speed of light)f sig_h_sdev_he invalid, then sebtime_faclto invalid.

If sig_count_his less thamr equal t?200andsig_count_med not invalid we compute the

sum ofsig_count_handsig_count_medf this sum is less thaor equal ta200, we set the dead
time correction factor to.Q. If this sum is greater th&®0, then we compute the signal width by
summingsig_h_sdev_handsig_h_sdev_mednultiplying by Dead_Time_Sfac arlividing by

the speed of lightf sig_h_sdevmedis invalid, theronly usesig_h_sdev_hinultiplied by
Dead_Time_Sfadivided by half the speed of ligtd compute the signal widtk.sig_h_dev_hi

is invalid, then sebtime_faclto invalid. The resulting signal width and signal strength are used
to index into the laboratorproduced detector efficiency table to obtain the dead time correction
factor Otime_Fac). Note that the dead time correction factor obtained from GAkill be a
number >= 1.0. To correct ti8urface _signgbarameter for deaitime, it should be multiplied

by Dtime_facl

16

m



NOTE: If the above data needed to com{ddtiene_Faclare not available, then its value should
be set to invalid. See section 3.3.5 on howlttainSurface _signal

Width of signal =
sig_h_sdev_hi

sig_count_hi
= 2007

Set dead time
correction
(Dtime_Facl)to 1.0

Compute signal
strength as
sig_count_hi / 400

sig_count_hi +
sig_cnt_med » 2007

Compute width of
signal using
sig_h_sdev_hi and
Sig_h_sdev_med

Compute dead time
correction (parameter
Dtime_Facl) using
lookup table indexed by
computed signal
strength and width

Compute strength
of signal as
(sig_count_hi +
sig_count_med) /
A00

Figure 2.2 Flow diagram for computing the dead time correction factor using ATLO3 measured
surface signal photon count and standard deviation.
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Figure 2.3. Detector dead time correction factor and efficieas computed from equation 2.1
as a function of received photons (400 shot sum) within a 30 m bin for different values of
detector dead time (U).

The dead time correction can also be computed analytically. This method does not include the
effects of pulse width and is thus netaccuate as the above method.

: 8
@ (2.1)
8 -

P. =D.F, (2.1a)

WhereDcis the dead time correction faci@time_fac2, Pmis the measured photon count

(surface signal, per bin per 400shots), i s t he det ec ts)rand®.dsdhd t i me ( -
dead time corrected signd.lhe exact value of U to use can be
CALA42 table by averaging the dead time for all 16 strong spot deteEtmatmospherkins

are 30 m which is equivalent to 0.20 microseconds, so the dead time must be scaled to this time
interval. To do so we divide the detector dead time by the bin length (ini tr20x10° s)

multiplied by the number of shots summed (400). The lattmunts for the fact that the

ATLAS atmosphere data@asums of 400 shotBigure 2.3shows the result of equation 2.1

Referring to Figure 2,lthe effect of roughness is to broaden the return pulse, which decreases

the effect of dead time. It is adiiicreasing surface roughness decreases the dead time of the
detector(see the 4 curves in Figure8R.This value(D. from equation 2.13hould be written to
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ATLO4 as parametddtime_Fac2n addition toDtime_FaclPmin equation 2.1 is in fact the
surface signalparameteSurface_Sipgas determined in section 3.3Bus to calculate
dtime_fac2 one must first have the magnitude of the surface signal in photons per bin. See
section 3.3.5 fothe method to compute tiserface signal (paramet8urface_Siy

Equation2.1 definegdtime_fac21t is a number between 1.0 and 2.0. Usually atdlit 1.5 The
surface signal onl{Surface_#§) is multipliedby that factor to dead time correct the surface
signal. No need to apply this to atmospheric bins. Equation 2.1 is an approximation to the
method used to computkime_faclWe want to define a control parameter that specitash
dead time factor to use. Call this "dtime_select”. If 1, therdtisee_faclif 2 then use

dtime_fac2 Default value of I'he code should use what "dtinselect” specifies, but if it is
asking fordtime_facland for some reason, it cannot be cal®dait should be smart enough to
default todtime_fac2Dtime_fac2can always be calculated as long as there is a surface signal.
Dtime_select should be on both ATLO4 and ATLO9.

2.2 Correction for Raw Profile Shifting

The raw atmosphere profiles ar@nstructed from two sets of 200 shot summed profiles onboard
the satellite. The top bin of all 200 shots of each sum will begin at the same height above the
WGS84 ellipsoid. It is possible that theight of thetop bin of the next 200 shot sum is diffiere

than that of the previous 200 shot sum. In this case, whélgiesoftware sums the two 200
shotsunstogether to produce the 400 shot sum that is downlinked, iti@gltan result in

some bin®f the 400 shot profile containing only the sum od 2botsTheflight software

removes théins at the top of the profile with gna 200 shot surand the bins with only a 200

shot sum at the bottom of the profile will be retained. To determine how many bins at the end of
the profile do not overlap (andence, contain the original 200 shot valu#s,flight software
computes the parametatm_shift_amourthat is stored on the ATLO2 product. For those bins
(with only a 200 shot sum) the ATLO04 processing is to double the photon counts in the lower
bins herein to make them consistent with the rest of the 400 shot sum profile. The bins to be
doubl ed ar e asn shifi arngoud hkei H sasdf Aeach 25 Hz prof il
required for each of the 3 profiles. Note: There is a slight differenttesistart of the range

window, to the order of about 40 ns. This currently is not corrected for in the L2A processing.

2.3 Transmit Echo Pulse

The ATLAS beams 1 and\&ill have within them the transméchopulse (TEP). The position of

the TEP can be caldated and should reside within 1 oanospheric bis(30 m wide) for each

400 shot (summed) profile. We will need to calculate the location of this bin and set its value to
the average of the bin above and below. The algorithcotnpute théocation of the EP within

the atmospheric profile is given belowhis correction must be madeAdLAS beams 1 and 2
(atmospheric profiles 1 and 2). ATLAS bearteimospheric profile 3)ill not contain the TEP.

This correctiorshould be the first thindone before any other ATLO4 processing.
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To compute the TERcationwithin the atmospheric profilave need the range from spacecraft
to the top of the atmospheric profile in nanoseconds. Call this vallieeR.thetime of flight
(TOF) of the TEPcenterposition(in nanoseconds) is:

Figure 2.4 The Transmit Echo Pulse (TEP) shape and magnitude as a function of time from laser
fire. Thesmallersecond puls (past 40 ns) is the TEP echo.

T = INT(R/prf_inv+1)*prf_inv+TEPstart+0.5*TEPwidth (2.2)

Where TEPstart is a parameter that varies by picoseconds but can be considered constant for our
purposes. TEPsta a parameter on ATLO3 (/ancillary_data/tep/tep_range_prim) and should be
put on ANC3%nd used in equation 2.Phe nominal value of TEPstag 15 ns. TEPwidth will

also be a constant and will equal the time between the beginning of the TEP and the end of the
TEP echo as seen in Figure 2.4. Thus, the nominal value for TEPwidth is 40 ns. Brthev

time in seconds between laser pulsed.Qe4s). The bin of the atmospheric profile that contains
the TEP is then:

TEP_bin = (FR)/ATMbinwidth (2.2a)
Where ATMbinwidth is the atmospheric bin width in seconds (= 208)eThis bin and the bins
immediately above and below it (as a margisafety) must be replaced by the adjacent
atmospheric bins as:

ATM_bins (TEP_birl) = ATM_bins(TEP_bir2)

ATM_bins (TEP_bin+1F ATM_bins(TEP_bin+2)

ATM_bins (TEP_bin)= (ATM_bins(TEP_bial) +ATM_bins(TEP_bin+1))/2

Where ATMbins represents the atmbspic profile.
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